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Performance Improvement of
Weis-Fogh Type Ship’s
Propulsion Mechanism Using a
Wing Restrained by an Elastic
Spring

This study was conducted in an attempt to improve the hydrodynamic performance of a
Weis-Fogh type ship propulsion mechanism by installing a spring to the wing so that the
opening angle of the wing can be changed automatically. With the prototype design, the
average thrust coefficient was almost fixed with all velocity ratios; but with the spring
type, the thrust coefficient was increased sharply as the velocity ratio increased. The
average propulsive efficiency was higher with a bigger opening angle in the prototype but
in the spring type design, the one with a smaller spring coefficient had higher efficiency.
In the case of velocity ratios over 1.5 where big thrust can be generated, the spring type
had more than twice the increase in propulsion efficiency compared with the prototype.
[DOL: 10.1115/1.4001155]
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1 Introduction

The Weis-Fogh mechanism [1,2], which was developed based
on the hovering flight of a small bee, is gathering the attention of
many scientists who study hydrodynamics because of its unique
and efficient lift generation mechanism [3-7]. Recently, engineer-
ing applications of the mechanism have been actively attempted
as well [8—12]. Some scientists have proposed a propulsion model
that uses the principle of the mechanism [9] and have conducted
experiments on the dynamic characteristics with a driving test of a
model ship. This showed that this propulsion mechanism worked
very effectively as a new ship propulsion system [9]. Also, they
visualized the unsteady flow field that was created around the
wings when the propulsion mechanism was operating [13] and
verified the time variation in the thrust and the drag on the wing
[14]. The weakest point of this mechanism is that while the pro-
pulsive efficiency is high, the range of the velocity ratio that gen-
erates the maximum propulsive efficiency is small, and the veloc-
ity ratio is less than 1, which means that the thrust is relatively
small. To put this propulsion mechanism to practical use, the low
thrust must be improved.

One way to generate high thrust in the high velocity ratio range
would be to change the wing of the propulsion mechanism from a
hard, flat-plate to an elastic body. In fact, the wings of a small bee
and the body of a fish are elastic, and it is likely that the elastic
body contributes to the improvement in thrust. Tsutahara et al.
[15] reported that by using an elastic wing with a spring, thrust
was greatly increased even without increasing drag by automati-
cally controlling the opening angle according to the drag acting on
the wing during one stroke. However in that study, the measured
values of the average thrust coefficient and average drag coeffi-
cient in terms of the velocity ratio covered a wide range, making
interpretation uncertain. Also, the range of the velocity ratio was
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limited to less than 2.0. In the author’s opinion, who was the one
of the co-authors of that study, the uncertainty of the characteris-
tics is from the errors of the experimental apparatus. Therefore in
the current study, the experimental apparatus has been improved
and the characteristics of the thrust, drag, and propulsive effi-
ciency of the spring type elastic wing are thoroughly studied over
a wide range of the velocity ratio.

2 Experimental Device and Method

2.1 Model of a Propulsion Mechanism. Figure 1 shows the
model of the propulsion mechanism that will be used in this ex-
periment. The figure shows the model from the upper perpendicu-
lar side; as the wing works in a certain motion in the water chan-
nel, thrust is generated toward the left of the figure, which is the
same as the direction of the ship. As point p, which corresponds to
the center pivot point of the wing, oscillates perpendicular to the
uniform flow U and in the velocity of V, the wing first opens from
the lower wall (opening stage), then moves translationally, main-
taining the opening angle of « (translating stage), and finally ro-
tates and closes on the upper wall (closing stage). Then, the wing
repeats the motion: it rotates and opens from the upper wall,
moves translationally, and finally rotates and closes on the lower
wall.

In the original Weis-Fogh mechanism, circulation in the oppo-
site direction is formed at each wing as a pair of flat-plate wings
open while their trailing edges touch. Through the principle of
mirror image, the combination of channel walls and a single wing
represents the same flow.

2.2 Measurement of the Thrust and Drag Acting on the
Wing. The experiment was conducted by making a wing driving
system that moves the same as the wing movement of the propul-
sion mechanism in Fig. 1. It was installed in a circulating water
channel with a uniform flow and the thrust and drag acting on the
wing were measured. Figure 2 shows the schematic diagram of
the driving unit of the wing.

The main structure of the system was made with acrylic boards
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Fig. 1 A model of propulsion mechanism

and aluminum angle bars. The dimensions are 500 mm in length
and 650 mm in width to fit into the circulating water channel. In
the wing driving system, the shaft was fixed onto the slider and
the slider was attached to one side of the belt so that when the
motor (dc 30 W) spins forward or backward, the wing moved in
an oscillating motion. The front and back spin of the motor was

M
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Fig. 2 Driving unit of the wing (unit: mm)

Balance

Angle adjustment plate

operated by a limit switch and a relay circuit installed at the ends
of the slider rail, and the velocity of the wing movement was
controlled with adjusting the spin speed of the motor.

The wing used in this experiment was made in the shape of
NACAO0010, as shown in Fig. 3. The size of the wing chord is
C=100 mm and its span 160 mm. The shaft was penetrated at the
point 0.75C away from trailing edge of the wing through a hole 3
mm in diameter. The reason for making the wing NACAO0010
type, the width of water channel 2=4C and the center pivot point
0.75C from the trailing edge was to easily compare the experi-
mental results with the results from previous studies [13-15]. The
shaft was made with a titanium bar of 9 mm in diameter and a
stainless bar of 3 mm in diameter. The wing was inserted to the
shaft of the wing so that when the slider moves in a translating
motion, momentum around the shaft works toward the wing to
open it; and in the closing stage, the leading edge of the wing
collides with the side board, forcing it to close. As shown in Figs.
3(a) and 3(b), two types of wings were used in this experiment. In
Fig. 3(a), the V-shaped angle adjustment plate was fixed onto the
shaft, and the pin was fixed onto the head of the wing. Therefore,
when the wing shaft moves, the wing opens up because of the
drag on the wing in the opposite direction as the wing movement.
At the same time, the pin hits the inner side of the V-shaped plate,
which limits the maximum opening angle «. Two different kinds
of angle adjustment plates were made with opening angles «
=15 deg and 30 deg. These opening angles were used because the
maximum propulsive efficiency was relatively high at these angles
[9,15]. In Fig. 3(b), one spring fixed plate was secured onto the
shaft and another spring fixed plate was attached to the trailing
edge of the wing. As shown in the figure, two sizes of steel wire
with diameters of ¢=0.8 and 1.0 were bent and connected be-
tween the two fixed plates to work as a spring. The spring makes
the opening angle « change according to the drag acting on the
wing when it is in motion. This experimental apparatus is similar
to the one Tsutahara et al. [15] used. However, for a more accurate
experiment, it was improved as follows. To reduce the vibration
acting on the wing shaft, the material of the shaft was changed
from a steel bar to a titanium bar. The mechanism for power
transmission was changed from a chain to a timing belt. In addi-
tion, to precisely control the opening angle, an angle adjustment
plate was used instead of a string. Also, as shown in Fig. 3(b), the

Spring fixed plate

1170 151015

390

160

=51 100
(a) Prototype wing

(b) Spring type wing

Fig. 3 Structure of the wing and shaft (unit: mm)
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Table 1 The spring coefficients of each elastic wing

The diameter of spring (¢) (mm) 0.8 1.0
Spring coefficient (N m/rad) 0.0884 0.1185

spring was made from bending a steel wire instead of using the
existing coil type. To stabilize the wing driving unit when the
wing is in motion, a fixing slot was installed to the support beam
so that the unit was held fast at both sides of the circulating water
channel, as seen in Fig. 2. The ultimate point of this experiment is
to improve the hydrodynamic performance by adjusting the open-
ing angle with water resistance instead of the fixed opening angle
in the typical Weis-Fogh type propulsion mechanism. Table 1
shows the measurement of the spring coefficient of each spring.

Balance was achieved by evenly cutting the top of the shaft in
front, back, right, and left, as shown in Fig. 3. Thrust and drag
were measured by deformation of four attached strain gauges. The
voltage waveforms from the strain gauges produced the value of
thrust and drag by a precompensated coefficient on a personal
computer through a bridge circuit, strain amplifier and A/D con-
verter in each channel (two channels in total).

The experiment was conducted by changing the uniform flow
U(U=0.049-0.349 m/s) and wing movement velocity V(V
=0.055-0.246 m/s) at regular intervals while testing the two
prototype wings with maximum opening angles « of 15 deg and
30 deg, and the two spring type wings, which automatically ad-
justed the opening angles. The time variation in thrust and drag
was measured, and the average thrust coefficient, average drag
coefficient, and average propulsive efficiency were produced by
averaging the values in one cycle. The range of Reynolds number
was Re=7.2X103-3.9X 10* when the wing chord was fixed as
unit length and yielded by uniform flow U.

2.3 Definition of the Characteristic Coefficients. Each coef-
ficient that shows the hydrodynamic characteristic of this propul-
sion mechanism, that is, thrust coefficient C and drag coefficient
Cp by wing movement velocity V are defined as follows:

T
Cyr= 1 (1)
—pV2S
5P
D
CD= 1 (2)
—pV2S
5P

T represents thrust, D is the drag, p is the density of the fluid, and
S is the wing area below the water surface. As defined in Fig. 4,
thrust 7 is the component of force in the direction of the progress
of the ship, which is the opposite direction of uniform flow U.
Drag D is the component of force in the opposite direction of the
movement velocity V of the wing axis. Also, the average propul-
sive efficiency of the mechanism, 7 is the power applied to the

d

<=
Thrust

—_—
—_—
—_—

Vi

Drag

Fig. 4 Definition of thrust and drag
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Fig. 5 Variations for opening angle with the position of wing in
a stroke for elastic wings of spring type

wing; in other words, the ratio of the net output generated from
the wing to the input, and is calculated by

TC
f C,Udt
0

= X 100 (3)

f CpVdt
0

Here, T, represents the period of one cycle of the wing movement.

3 Results and Discussion

Figure 5 shows the change in the opening angle according to
the wing position change in one stroke of each spring type elastic
wing illustrated in Table 1. Here, the x-axis expresses the dimen-
sionless value of the distance the wing moves y compared with the
width of the channel 4. Although there were some variations ac-
cording to the velocity ratio U/V and the spring coefficient, the
change in the opening angle compared with the change in wing
position in the channel showed a similar tendency. The wing
opened up very wide when it left from the channel wall, then the
opening angle decreased until it came to a certain angle where it
stabilized and moved translationally, and finally, when the wing
approached the other side of the channel, it opened up a little bit
more before it closed.

Figure 6 shows the calibration results of thrust and drag ex-
ecuted on the measuring shaft in Fig. 3.

The calibration of thrust and drag was executed by installing
the propulsion mechanism of Fig. 2 inside an empty water channel
and adding dead load at the point 1/2 of the wing span in *
direction of thrust and drag in Fig. 4. The voltage output that
corresponded to each load was obtained by increasing 0.3 N in
*0.9 N range for thrust; drag was increased by 1 N in the range
of £4.0 N. With this data, the load and voltage output relation-
ship was computed by linear least-squares approximation. As il-
lustrated in Fig. 6, the results of the calibration showed that both
thrust and drag were on a straight line and the error range of root
mean square from the experimental value and the linear relation
value of thrust and drag were all under 0.02.

Figure 7 shows the change in thrust coefficient Cy and drag
coefficient Cp over two reciprocating movements of the wing at
the velocity ratio of V/U=1.0.

The dotted line in the figure represents the prototype wing with
the maximum opening angle at «=15 deg and the solid line rep-
resents the elastic spring type wing that adjusts opening angle by
using steel line of ¢=1.0 used as a spring. In the figure, the x-axis
expresses the traveling distance of wing shaft normalized by the
channel width; this value means the number of strokes. First, in
the change in thrust coefficient, the value was positive throughout
the whole stroke except for the opening stages. This means that
regardless of the wing’s reciprocating motion, the thrust occurred

APRIL 2010, Vol. 132 / 041101-3
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Fig. 6 Calibrations of thrust and drag

toward the direction of the progress of the ship. When comparing
the dotted and solid lines, there were some fluctuations in the
dotted line but it had a relatively constant value, whereas the solid
line decreased after having a large value at the beginning of the
stroke. This is because when the prototype wing moves from the
opening stage to the translational stage during opening, a vortex is
released from the trailing edge of the wing. This happens because
the wing starts off from the wall when there was negative pressure
and the pressure between the wing and the channel wall was much
lower than the pressure toward the moving direction of the wing.

. Prototype(a=15°)
—— : Spring type($=1.0)

Closing stage

'1 1
Opening stage 7

(a) Thrust coefficients

----- . Prototype(a=15°)
—— : Spring type(¢=1.0)

(b) Drag coefficients

Fig. 7 Time variations for thrust and drag coefficients (V/U
=1.0)
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Fig. 8 Average thrust and drag coefficients with velocity ratio

In fact with the prototype, during the opening in the visualization
experiment [13] of the flow field, fluid was inhaled because of the
negative pressure between the wing and the wall and a numerical
calculation [14] confirmed that the vortex was released from the
trailing edge of the wing in the translational stage. But with the
elastic spring wing, it is assumed that right before the start-off, the
pressure difference in both sides of the wing would be smaller
than the one in the prototype. Because of the spring, momentum is
applied to the wing; therefore the wing opens up to a bigger angle
as the trailing edge of the wing touches the wall before it starts.
Therefore with the spring type, the wing can shift over to the
translational stage to become an effective Weis-Fogh mechanism.

Meanwhile, when in the change in drag coefficient (b), in each
stroke, the value was reversed by x-axis; this is because each
stroke of wing movement was in the opposite direction. The drag
coefficient of the elastic wing (solid line) was smaller than the
prototype wing (dotted line) but the difference is very small. This
is because with the elastic wing, the opening angle increased a
little because of water resistance during wing movement. Espe-
cially in the closing stage, the water resistance increased but the
opening angle was opened up automatically by the spring, which
prevented the decrease in propulsive efficiency that occurs with an
increase in drag.

Figure 8 shows the average thrust coefficient (a) and the aver-
age drag coefficient (b) with the change in velocity ratio U/V of
the prototype wing with the maximum opening angle of «
=15 deg and the spring type elastic wing with a ¢=1.0 spring.
Each point in (a) and (b) in the figure corresponds to the average
values of one cycle in Fig. 7 of (a) and (b).

First, in the distribution of average thrust coefficient with the
prototype (=15 deg), the values were almost constant regardless
of the velocity ratio. On the other hand with the spring type (¢
=1.0), the values increased sharply as the velocity ratio increased.
In the former type, the opening angle did not change even though
the velocity ratio increased. In the latter, as explained before in
Fig. 7, as the velocity ratio increased, the opening angle right
before the translational stage increased sharply, as shown in Fig.
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Fig. 9 Average thrust and drag coefficients with velocity ratio

5, to produce an impressive Weis-Fogh effect. Also, in the distri-
bution of average drag coefficient, over velocity ratio of 1, the
differences between the values increased a little as the velocity
ratio increased; this is because with the spring type (¢=1.0), the
opening angle increased as the velocity ratio increased, which led
to a decrease in average drag. On the other hand, where the ve-
locity ratio was low, especially under 0.5, as velocity ratio de-
creased, average thrust coefficient was similar in both types, and
the average drag coefficient increased in both. This is because in
this range, water resistance is small, which makes the opening
angle to be small.

Figure 9 shows the average thrust coefficient (a) and the aver-
age drag coefficient (b) with the change in velocity ratio V/U of
prototype wing with the maximum opening angle of a=30 deg
and spring type elastic wing with ¢=0.8 spring.

This spring coefficient was smaller than the one in Fig. 8; there-
fore at the same velocity ratio even if the opening angle was big,
the tendency in the change in the average thrust coefficient and
average drag coefficient according to the velocity ratio was the
same. The average thrust coefficient of prototype (a=30 deg)
was 1.0, and was constant regardless of the velocity ratio. How-
ever with the spring type (¢=0.8), the value increased sharply as
the velocity ratio increased. It did not increase in a straight line
because the spring coefficient was too small, which made the
increase in the opening angle with velocity ratio exceed the range
of elasticity. Meanwhile, as shown in Fig. 8, the distribution of the
average drag coefficient was both similar in tendency with veloc-
ity ratio but the absolute value was smaller in the spring type than
the prototype. This is because in the spring type, as the velocity
ratio increased, the opening angle increased also, which led to a
decrease in average drag. o

Figure 10 shows the average thrust coefficient C;’ (a) and the
average drag coefficient Cp’ (b), which were calculated by aver-
age thrust coefficient and average drag coefficient from Fig. 9,
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yielded by uniform flow U. This value is derived from inserting
uniform flow U in the place of wing movement velocity V in each
Eq. (1) and Eq. (2) and is converted to a dimensionless form.

When comparing Figs. 9 and 10, especially in the case of the
prototype, the values C7 and Cp, turned into a dimensionless form
by V? both remained constant as velocity ratio V/U increased,
whereas the values C;’ and Cp’ turned into a dimensionless form
by U? increased in a two-dimensional curve. This means that both
thrust and drag depend heavily on wing movement velocity V
rather than uniform flow U. Also, this result shows that when
designing this kind of propulsion mechanism, it is effective to use
the former as the applicable thrust and drag coefficient and the
latter when the characteristics on thrust and drag are important.

Figure 11 shows the average propulsive efficiency of various
types of wings with a change in the velocity ratio V/U.

When the velocity ratio is greater than 1, as shown in Fig. 11,
the prototype with a constant maximum opening angle, the proto-
type with the larger opening angle had higher average propulsive
efficiency. For the spring type wings, where the opening angle
changes, the one with the smaller spring coefficient had higher
efficiency. Especially with a velocity ratio of more than 1.5 where
big thrust can be generated, propulsive efficiency can be increased
over twice that of the existing fixed angle type. Therefore, practi-
cal application of the propulsion mechanism is anticipated, which
can greatly complement the weakness of low propulsive efficiency
of the prototype in the high velocity ratio range.

4 Conclusions

This study was conducted as an attempt to improve the hydro-
dynamic performance of the propulsion mechanism by installing a
spring to the wing so that the opening angle of the wing in one
stroke can be changed automatically compared with the existing
method of a fixed maximum opening angle in the Weis-Fogh type
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ship propulsion mechanism. There were two prototypes of fixed
wings with maximum opening angles of a=15 deg and «
=30 deg and two types of elastic wings with different spring co-
efficients. By changing the velocity ratio V/U, thrust, drag, and
propulsive efficiency were examined experimentally. The summa-
ries of results are as follows.

(1) With the spring type, the opening angle had a large value
when moving from the opening stage to the translational
stage and moving from the translational stage to the closing
stage.

(2) The average thrust coefficient was constant with the proto-
type at all velocity ratios but it increased sharply with the
spring type as the velocity ratio increased.

(3) The average drag coefficient with velocity ratio was similar
for all wings but the absolute values were smaller in the
spring type than the prototype.

(4) The average propulsive efficiency was higher with a larger
opening angle in the prototype, and with the smaller spring
coefficient in the spring type.

(5) With a velocity ratio over 1.5, where big thrust can be
generated, the spring type showed more than twice the pro-
pulsive efficiency of the prototype.

The profile of the wing section that was used for this experi-
ment was NACAO0010. The position of the wing shaft was limited
to 1/4 length of the wing chord. For a practical application of this
propulsion mechanism, there is a need for finding the optimal
location of the wing shaft as well as the shape of the wing section

041101-6 / Vol. 132, APRIL 2010

in the future. Also, to understand the effect of the Reynolds num-
bers, the range should be expanded up to 10° in future experi-
ments.

The paper provides an improved contraption that works but it
works inefficiently since it was designed ad hoc. The paper proves
the main point accurately but provides no fundamental theoretical
justification for it. A detailed mathematical analysis is needed to
substantiate the work.
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Experimental Analysis of
Microchannel Entrance Length
Characteristics Using
Microparticle Image Velocimetry

The study of the entrance region of microchannels and microdevices is limited, yet im-
portant, since the effect on the flow field and heat transfer mechanisms is significant. An
experimental study has been carried out to explore the laminar hydrodynamic develop-
ment length in the entrance region of adiabatic square microchannels. Flow field mea-
surements are acquired through the use of microparticle image velocimetry (micro-PIV),
a nonintrusive particle tracking and flow observation technique. With the application of
micro-PIV, entrance length flow field data are obtained for three different microchannel
hydraulic diameters of 500 pm, 200 um, and 100 wm, all of which have cross-
sectional aspect ratios of 1. The working fluid is distilled water, and velocity profile data
are acquired over a laminar Reynolds number range from 0.5 to 200. The test-sections
were designed as to provide a sharp-edged microchannel inlet from a very large reservoir
at least 100 times wider and higher than the microchannel hydraulic diameter. Also, all
microchannels have a length-to-diameter ratio of at least 100 to assure fully developed
flow at the channel exit. The micro-PIV procedure is validated in the fully developed
region with comparison to Navier—Stokes momentum equations. Good agreement was
Sfound with comparison to conventional entrance length correlations for ducts or parallel
plates, depending on the Reynolds range, and minimal influence of dimensional scaling
between the investigated microchannels was observed. New entrance length correlations
are proposed, which account for both creeping and high laminar Reynolds number flows.
These correlations are unique in predicting the entrance length in microchannels and will
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aid in the design of future microfluidic devices. [DOI: 10.1115/1.4001292]

1 Introduction

The understanding of fluid flow behavior in microchannels and
microdevices has been a strong focus of the research community
over the past decade. Microchannels are prevalent in microdevices
such as microheat-exchangers [1-3] and micromixers [4-6]. In
turn, these microfluidic components are be implemented in com-
plete microsystems such as micropower-plants [7,8] and lab-on-a-
chip platforms [9-11]. However, prior to the advanced develop-
ment of such microsystems, it becomes necessary to further
understand the flow characteristics in microchannels and microde-
vices incorporated in these systems. Although many research
groups are in the area of two-phase flow such as flow boiling,
single phase flow remains important in terms of applications, and
fundamental understanding.

The entrance region, where the flow is hydrodynamically de-
veloping, can be very important because the transport properties
such as pressure gradient, wall shear stress, and heat transfer co-
efficient depend strongly on the flow region. Also, it should be
stressed that general correlations for friction factor, heat transfer
coefficient, and laminar to turbulent transition are only valid if the
flow is fully developed. Generally, the hydrodynamic entrance
length can be defined as the length from the inlet of a channel to
a location over which the maximum local velocity has attained
99% of its fully developed value [12]. For a rectangular channel,
the maximum local velocity is at the center of the channel. How-
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ever, a uniform inlet velocity profile is seldom achieved in prac-
tice and is somewhat difficult to simulate in experimental investi-
gations, particularly at the microscale.

Conventionally, numerous hydrodynamic entrance length stud-
ies were carried out both experimentally and numerically. Regard-
ing numerical studies for rectangular ducts or parallel plate chan-
nels, results found by groups such as Han [13], Fleming and
Sparrow [14], Atkinson et al. [15], Wiginton and Dalton [16], and
Chen [17] are considered to be standard and accurate regarding
the entrance length. Experimental entrance length studies for con-
ventional ducts have been explored by numerous groups such as
Sparrow et al. [18], Goldstein and Kreid [19], Beavers et al. [20],
and Muchnik et al. [21].

In practical applications of microchannel flow, the majority of
microsystem flows are laminar due to the high pressure drop in
microchannels caused by relatively small channel dimensions. To
apply many conventional laminar correlations it is necessary that
the flow be fully developed or errors will result. Conventionally in
the laminar regime, the lower the Reynolds number, the shorter
the entrance region to achieve fully developed flow. But, it should
be emphasized that in microfluidic devices and systems, micro-
channel lengths can be extremely short in which case within a
certain range of Reynolds numbers (Re), hydrodynamic develop-
ing flow may dominate the flow field over the entire microchannel
length.

With regards to experimental fluid flow analysis in microgeom-
etries, the relatively new method of microparticle image velocim-
etry (micro-PIV) is an attractive technique. Micro-PIV allows one
to obtain comprehensive flow field data by acquiring the local
velocity flow fields of fluid flowing through a microchannel or
microdevice. The velocity fields are acquired by tracking the tra-
jectories of fluorescent seeding particles. Previous micro-PIV
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studies in microchannels focus on the velocity flow field [22-25],
laminar to turbulent transition [26-29], and hydrodynamic en-
trance length.

Very few laminar hydrodynamic entrance length studies have
been carried out in microchannels, and of these, all have been
analyzed using micro-PIV. Their geometries varied from one an-
other and their studies of developing flows in the entrance region
are limited with varying agreement with conventional entrance
length correlations.

The micro-PIV experiments of Lee et al. [29] were carried out
using deionized water with 1 um particles flowing through a con-
ventionally machined acrylic rectangular microchannel with a
length of 120 mm, a height of 690 um, and a width of 260 um,
over a range of Reynolds numbers from 250-2100. Images were
taken at incremental distances from the microchannel entrance,
where averaged correlation velocity profiles were recorded.
Through observation, the entrance lengths were found to be
shorter than correlations given by Shah and London [12]. The
authors concluded that the entrance length is reduced by about
45% due to the predeveloped flow prior to entering the micro-
channel.

Lee and Kim [30] investigated different inlet shapes of silicon
etched microchannels using micro-PIV with deionized water flow-
ing at about Re=1. The microchannels were 30 mm in length, had
a depth of 58 um and a width of 100 um. Overall, the research-
ers concluded that the entrance length for microchannels is much
smaller than for macroscale channels.

Oak et al. [31] analyzed flow development characteristics of
two coflowing laminar streams in a high aspect ratio rectangular
microchannel using micro-PIV. The two coflowing streams are
separated by 90 deg and are 9.1 mm long, and the Reynolds num-
bers are of 1 and 10. The development length of the merging flows
was shown not to vary with the Reynolds number between 1 and
10, and the authors concluded that high aspect ratio channels re-
sult in shorter development lengths.

Hao et al. [27] showed the developing velocity profiles along
various axial positions for water flow in a trapezoidal silicon mi-
crochannel with a hydraulic diameter of 237 um. Using micro-
PIV, centerline velocity distributions along the axial direction of
the channel, over a range of Reynolds numbers between 50 and
1200, were investigated. The authors found the entrance length in
their experiments to be about L,/D;,=(0.08—0.09)Re.

Lee et al. [32] experimentally investigated the entrance length
in two rectangular microchannels of different aspect ratios (H/ W),
one with a hydraulic diameter (D;,) of 370 um and an aspect ratio
of 2.75 made of acrylic, and another with a hydraulic diameter of
56.4 um and an aspect ratio of 0.40, made of silicon (deep reac-
tive ion etching (DRIE)). The authors used micro-PIV to measure
the velocity profiles in the low Reynolds number range, from 1 to
100. For their experimental Re range, the authors concluded that
their experimental correlations showed a weaker dependence on
Re than existing entrance length correlations, which have a linear
dependency Re. Their data showed shorter developing lengths
compared to conventional correlations. Overall, they state their
discordance is due to the different aspect ratios, the off-center
maximum velocity of the inlet profiles, and predevelopment in the
vertical plane due to the planar plenum. The discrepancy due to
the different microchannel aspect ratios can be resolved if en-
trance studies be carried out without the influence of aspect ratio.

There is limited fluid flow data available for the laminar en-
trance region of microchannels, particularly resulting from funda-
mental inlet geometry, where the flow is not predeveloped. A gen-
eral entrance length study from a very large reservoir, relative to
the microchannel hydraulic diameter, would be a novel and sig-
nificant contribution in the area of microchannel fluid flow. The
objective of the present study is to experimentally investigate the
laminar hydrodynamic development length in the entrance region
of adiabatic square microchannels. Flow field measurements are
acquired through the use of micro-PIV, a nonintrusive particle
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Fig. 1 Top and side views of test-section configuration used in

present study

tracking and flow observation technique. With the application of
micro-PIV, test-sections of three different square microchannel
hydraulic diameters of 500 wm, 200 wm, and 100 um are em-
ployed. The working fluid is distilled water and the velocity pro-
file data are acquired over a laminar Reynolds number range from
0.5 to 200. The test-sections were designed with a sharp-edged
inlet from a large planar reservoir, at least 100 times wider, higher,
and longer than the microchannel hydraulic diameter and all mi-
crochannels have a length-to-diameter ratio (L/D;,) of at least 100
to assure fully developed flow at the channel exit. In addition, to
analyze the effect of dimensional scaling, the experimental data
are compared with conventional entrance length correlations.

2 Experimental Analysis

2.1 Test-Section. In order to fundamentally study microchan-
nel entrance region characteristics from a very large reservoir,
conventional fabrication methods were applied to satisfy this geo-
metrical constraint. Three test-sections, as shown in Fig. 1, were
designed to provide a sharp-edged microchannel inlet from a very
large reservoir relative to the hydraulic diameter of the channel.
For each of the 500 pm, 200 wm, and 100 wm microchannels,
an appropriate test-section was fabricated, dimensions of which
are also given in Fig. 1. The borosilicate thin-walled glass micro-
channels used in fabricating the present test-sections are commer-
cially available, manufactured and cut to length by Friedrich &
Dimmock, Inc., Millville, NJ. All microchannels possess a square
cross-section (H/W=1) in order to remove any influence of aspect
ratio and to distinctly study the geometric influence of scaling in
the microchannel entrance region.

The micro-PIV technique implements a similar method as con-
ventional PIV, in that velocity flow fields are acquired by tracking
the trajectories of seeding particles immersed in the flow. How-
ever, where conventional PIV typically illuminates a single mea-
surement plane 1-3 mm thick, micro-PIV illuminates the entire
volume of the test-section. Illuminating the entire volume is nec-
essary due to the relative dimensions at the microscale, where the
formation and aligning of a very thin light sheet would be ex-
tremely difficult [25]. Therefore with the entire volume of the flow
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Fig. 2 Experimental setup of micro-PIV system with flow loop

field illuminated, fluorescently dyed particles are necessary to
track the flow. Opposed to conventional PIV, where the depth of
the measurement volume is defined by the thickness of the laser
sheet, in micro-PIV the depth of measurement volume is defined
by the numerical aperture and magnification of the microscope
objective, the seed particle diameter, the particle emission wave-
length, Brownian motion, and out-of-plane motion [33,34]. There-
fore, to implement the micro-PIV technique, the test-section must
be optically accessible from at least one direction, as is the case
with etched silicon microchannels. However, in the present study
the entire test-sections are optically clear, having advantages of
increased illumination, test-section alignment with the microscope
objectives, and a readily observable test setup. In addition, the
thin-walled glass microchannels provided good optical qualities
ideal for micro-PIV laser emission.

All test-sections were fabricated using a similar method. De-
pending on microchannel dimension and objective working dis-
tance, either a 3 mm thick clear polycarbonate sheet (500 wm
channel) or 1 mm thick clear glass slide (200 wm and 100 um
channels) was used as a base plate for the test-section (Fig. 1).
The base plate provided rigidity for the test setup, as well as
provided an optically clear flat surface for laser emission, neces-
sary for micro-PIV. Four vertical polycarbonate walls were then
bonded onto one end of the base plate using general purpose clear
epoxy (Permatex), and sealed with silicone. These four walls,
along with the base plate, served as the open air inlet reservoir to
the microchannel, as shown in Fig. 1. The walls were bonded
together and sealed only on the exterior, as not to interfere with
the flow inside the reservoir. Using a sawing technique, a small
groove (on the order of the external dimensions of the microchan-
nel) was machined at the bottom center of the reservoir wall bor-
dering the microchannel inlet to provide a slot to seat the micro-
channel. Once the reservoir had been sealed and cured, the
respective microchannel was carefully slid into the machined
groove until the channel inlet was flush with the interior wall of
the reservoir. Also, similar to an etched microchannel in a silicon
substrate, from Fig. 1 it can be seen that the base of the inlet
reservoir was almost on the same plane as the microchannel base,
taking into account the wall thickness of the channel. The micro-
channel was then bonded to the base plate and reservoir wall
using the clear epoxy. A capillary tube was slid onto the micro-
channel exit and bonded to the base plate. Flexible tubing (Tygon)
was then fixed firmly to the capillary tube to provide an adaptable
path to the syringe pump.

2.2 Micro-PIV System and Flow Loop. The experimental
flow loop, along with a schematic of the micro-PIV system used
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in the present investigation, is shown in Fig. 2. The flow loop
consists of the test-section and a syringe pump. The syringe pump
(New Era Pump Systems, Wantagh, NY, model NE-1000) can be
operated in either infusion or withdrawal modes and is pro-
grammed for desired flowrate and syringe diameter. Within the
test-section reservoir is distilled water immersed with fluorescent
polymer microspheres dyed seeding particles (Duke Scientific,
Palo Alto, CA) with an excitation/emission wavelength of 542
nm/612 nm and a density of 1.05 gm/cm’. Mean particle diam-
eters were 3 um, (about 5 pixels in case of the 500 wm channel),
2 wm (about 6 pixels in case of the 200 wm channel), and 1 um
(about 3 pixels in case of the 100 wm channel). With the syringe
pump operating in withdrawal mode, the fluid is steadily with-
drawn from the inlet reservoir through the microchannel and into
a syringe incorporated with the syringe pump, as illustrated in Fig.
2.

Figure 2 includes a schematic of the micro-PIV system, which
was acquired as a commercial package from Dantec Dynamics,
Ramsey, NJ. The primary components associated with the micro-
PIV system are a pulsed laser light, an inverted epifluorescent
microscope, a CCD camera, a synchronization unit, and special-
ized computer software (FLOWMANAGER v4.50).

A dual-pulsed Nd:YAG laser light at 532 nm (New Wave Re-
search, Freemont, CA) is passed through a beam expander assem-
bly, and directed into the inverted microscope (Nikon Eclipse
TE2000-S), incorporating both coarse and fine focus knobs. The
laser pulses are controlled through the FLOWMANAGER computer
software. The test-section is securely positioned on the stage of
the inverted microscope below which the objectives are located.
The stage is a horizontal table, capable of fine movements in both
the streamwise and spanwise directions. The objectives (of mag-
nification 2X, 4X, 10X, 20X, 40X, and 60X) are all mounted on a
turret below the stage, for simplicity in changing from one mag-
nification to another. The microscope also incorporates an epifluo-
rescent filter cube (Chroma Technology, Bellows Falls, VT), nec-
essary for tracking the fluorescent particles due to volume
illumination. The filter cube is configured for excitation with
green laser light (band pass at 535 nm, band width of 50 nm) and
fluorescence emission in the orange part of the spectrum (band
pass at 610 nm, band width of 75 nm). The filter cube also con-
tains a dichoric mirror, which ensures efficient transfer of laser
light to the test-section while providing transmission of the fluo-
rescence signal to detect, as well as reducing background reflec-
tions. On one side of the microscope is a camera port to mount the
HiSense MKII CCD camera (Hamamatsu Photonics, Hamamatsu-
City, Japan). The microscope image is delivered to the camera
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through a camera adapter (1X magnification). The camera opera-
tion is also controlled through the computer software, and syn-
chronized with the laser through the synchronization unit (Fig. 2).

The particles are excited by the dual-pulsed laser light at a
wavelength of 532 nm, and emit fluorescent light at a wavelength
of about 612 nm. Imaging of the particles is done using the in-
verted microscope fitted with the designated objective (i.e., 10X
(NA=0.25, DOF=8.5 um) for 500 um channel, 20X (NA
=0.40, DOF=5.8 um) for the 200 pum and 100 wm channels),
and the epifluorescent filter cube. Within a predetermined time
sequence depending on the flowrate, the CCD camera acquires
two sequential images in unison with the two pulses from the
laser, and transmits it to the computer equipped with the FLOW-
MANAGER software for post-processing.

2.3 Experimental Parameters and Procedure. Micro-PIV
data sets were recorded for the three microchannels at the center
plane at incremental axial distances from the microchannel inlet.
The overlapping incremental axial distances were at 0.5 mm for
the 500 um channel and 0.25 mm for the 200 wm and 100 wm
channels. There was considerable overlap in the axial images, as
to reduce the error associated with the process. The particle con-
centration in the distilled water for the 500 wm channel (3 wm
particles) was ~0.0141% by volume, for the 200 wum channel
(2 wm particles) was ~0.0168% by volume, and for the 100 wm
channel (1 um particles) was ~0.0223% by volume. These con-
centrations were used based on an experimental trial process and
are very low; hence the mixture can be considered as a single
phase liquid. The desired flowrates were programmed into the
syringe pump operating in withdrawal mode. With a known vol-
ume flowrate Q the Reynolds (Re) number was calculated as

oD,
vA

Re= (1)

where D), is the hydraulic diameter, v is the kinematic viscosity,
and A is the cross-sectional area of the channel. The kinematic
viscosity was assumed constant at room temperature.

Spatial calibration was carried out with the use of the FLOW-
MANAGER software for each axial position recorded. The maxi-
mum energy the laser can supply is 120 mJ/pulse, where 9.6 mJ
was employed for the 100 wm channel, 10.8 mJ was employed
for the 200 wm channel, and 12 mJ was employed for the
500 wm channel. Based on an initial trial process, 30 sequential
image pairs were used for each data set and were recorded three
times to assure repeatability in the data. Interrogation areas of
32X 64 pixels were used for all channels, and the time between
the image pairs (At) was chosen as to have mean particle displace-
ment of 25% within the interrogation area. The 30 image pairs
were correlated using the adaptive correlation technique (Dantec
Dynamics), then filtered (3 X 3 window) and temporally averaged
to produce a vector plot of the flow field. Prior to the entrance
length measurements, vector plots for each Re number were re-
corded in the fully developed region to assure validation with the
2D Navier—Stokes momentum equations for a rectangular duct at
the center plane.

2.4 Experimental Uncertainty. The uncertainty in the pro-
cess, tabulated in Table 1, resulted from the syringe pump (i.e.,
flowrate), the width of the channels, the channel center plane,
transversing along the channel length, as well as the micro-PIV
system. The syringe pump employs a stepper motor and worm
gear, as well as a plunger-type syringe. The uncertainty was
higher at low flowrates due to the friction of the plunger and the
operation of the stepper motor. Regardless, the highest uncertainty
in the flowrate was observed to be 2—-4% using the nominal chan-
nel widths. The uncertainty in the channel widths, provided by the
manufacturer was =10% for all channels, giving an uncertainty in
Re of ~10.8%. The micro-PIV data were validated at the center
plane in the fully developed region using the Navier—Stokes equa-
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Table 1 Uncertainties in experimental parameters of present
investigation

Maximum uncertainty

100 pm 200 pm 500 pm
Parameter test-section test-section test-section
Channel width (%) *10 +10 *10
Flowrate (%) 2-4 2-4 2-4
Reynolds number (%) 10.8 10.8 10.8

Navier—Stokes validation (%) 3.8 3 3
Brownian motion (%) 1.51 1.28 1.24
Particle image displacement (nm) 200.9 265.2 444.9

tions with an uncertainty of less than 4%. However the uncer-
tainty in Re, as well as the uncertainty in validation with the
Navier—Stokes equations, is largely due to the high uncertainty in
the widths of the channels.

The random errors due to micro-PIV are random error due to
Brownian motion and random error due to interrogation and res-
olution. These are also tabulated in Table 1. When sufficiently
small seeding particles are immersed in a fluid, random particle
movements become apparent due to fluid-particle interactions on
the molecular level, known as Brownian motion. Since the par-
ticle is sufficiently small, there is an unbalance in the surrounding
fluid molecules colliding with the particle, causing it to randomly
move. However, Brownian motion becomes of lesser importance
as the seeding particle size increases or as the fluid velocity in-
creases, particularly above 10 um/s [22]. Regarding the error in
Brownian motion, a method in estimating the uncertainty was
similar to that given by Santiago et al. [22]. A large error was not
expected since the flow velocities are large for microchannels,
even at small Re numbers. The largest error due to Brownian
motion was 1.51%, which was for the 100 um channel at Re
=0.476.

The random error due to interrogation and resolution is due to
the uncertainty in the seeding particle image displacement. Larger
particles generally increase these random errors since they have a
larger particle image size and occupy more pixels. Also, since a
CCD camera is used, the pixel size is fixed; therefore to reduce
random errors due to interrogation, the particle image size must be
reduced [35]. For micro-PIV, as stated by Santiago et al. [22]
since the shape of the particles is known, the relative position of
the particles can be determined with a resolution ten times greater
than that of the microscope. Using a method similar to that out-
lined by Santiago et al. [22], the largest uncertainty in particle
image displacement was estimated to be approximately 445 nm.
As shown in Table 1, this uncertainty was for experiments using
the 500 wm channel, where the largest particles (3 um) were
used.

3 Results and Discussion

Experimental velocity flow field data have been acquired in the
entrance region of microchannels using micro-PIV. Three square
cross-sectional microchannels were investigated in order to re-
move any effect of cross-sectional aspect ratio. The microchannels
have hydraulic diameters (D;) of 100 um, 200 um, and
500 um, over a laminar Reynolds number range of 0.5-200. The
microchannel inlets were sharp-edged from a very large reservoir
relative to the microchannel hydraulic diameter, and the reservoir
and microchannel share a common wall. The fluid at the reservoir
interface is stagnant, as to impose minimal predevelopment up-
stream of the microchannel entrance, and to obtain a relatively flat
inlet velocity profile. Fig. 3 shows the coordinate system used in
the present analysis. Since micro-PIV images are acquired through
the use of the microscope objectives beneath the test-section, flow
field data are attained at the center plane, at half the microchannel
height. The height is denoted by the y coordinate, the spanwise
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Fig. 3 Experimental coordinate system used in present
investigation

direction is denoted by the z coordinate, and the axial direction is
denoted by the x coordinate, where the origin is at the microchan-
nel inlet. It should be noted that since the cross-sectional aspect
ratio is one, the microchannel width W is identical to the micro-
channel height H.

3.1 Inlet Flow Mechanism. Figures 4(a) and 4(b) depict the
flow separation effects produced by the corners of a sharp-edged
inlet. Figure 4(a) shows a schematic of the theoretical flow pattern
that is found in the entrance region when the flow enters a channel
that is flush with the inlet reservoir, thereby producing sharp-
edged corners and acting as an orifice. The corners have a physi-
cal effect on the flow field thereby producing a vena contracta,
which is characterized by the point of minimum area and maxi-
mum flow contraction. As the flow contracts just downstream of
the channel inlet, flow separation regions form, as shown in Fig.
4(a). Figure 4(b) shows the experimental vector flow field in the
measurement plane, produced using micro-PIV for the 200 um
microchannel at Re=50. It is possible to see the very low velocity
flow in the inlet reservoir accelerating as it approaches the sharp-
edged inlet of the microchannel. The inlet corners produce a dis-
turbance on the flow field and force the fluid to contract, produc-

N

- 5

/'
.

(a) Reservoir

Flow Separation Microchannel

Vena Contracta

Microchannel

‘ Flow Separation

200 pm

S e

Flow Separation

" Inlet Reservoir

(b)

—X

Fig. 4 Flow separation effects produced by sharp edge cor-
ners at the entrance region of the microchannel: (a) theoretical
flow pattern and (b) experimental vector flow field for the
200 pm channel at Re=50
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Fig. 5 Test-section microchannel inlet configuration: (a) iso-
metric view of the microchannel entrance with the reservoir
walls and (b) separation zone at section A-A for the microchan-
nel entrance due to the nonsymmetric vena contracta effect

ing the vena contracta effect, demonstrating the inability of the
flow to turn the 90 sharp corner. The flow then diverges to occupy
the entire channel area. This figure is useful in demonstrating both
the capability of micro-PIV in terms of visualizing the flow field,
as well as a qualitative comparison with the conventional physical
mechanism associated with the corner effects on the entrance
region.

Figure 5(a) shows that the bottom surface of the microchannel
is higher than the bottom surface of the reservoir by the micro-
channel wall thickness, t. In addition, the proximity of the channel
bottom wall to the bottom of the reservoir is significantly less
relative to the top surface of the microchannel to the top of the
reservoir. This configuration is similar to typical microfluidic de-
vices, where the plenum and the microchannel share a wall in the
same plane. Consequentially, the separation region size at the bot-
tom of the microchannel entrance is smaller than the separation
region size at the top of the microchannel entrance creating a
nonsymmetric vena contracta, as shown in Fig. 5(b). In the sepa-
ration zone, zero or negative velocity is expected due to the vor-
ticity created near the wall at the entrance region of the channel.

In the measurement plane, as shown in Fig. 4(b), a symmetric
vena contracta is produced since the proximity of the plenum
walls to the microchannel walls are the same. However in the
vertical plane the nonsymmetric separation zones shift the inlet
velocity profile down, as shown in Fig. 5(b). The inlet maximum
velocity is not in the measurement plane at the geometric center of
the microchannel. Downstream of the inlet, where the separation
zone is reduced, the maximum velocity lies in the measurement
plane at the center of the channel. The vena contracta size depends
on Re, where the higher the Reynolds number the bigger and more
extended the vena contracta size. Also, the vena contracta size has
a bigger impact on the flow for smaller width channels due to the
proximity of the channel walls to each other.

3.2 Developing Velocity Profiles. Figures 6(a)-6(d), 7(a)-
7(d), and 8(a)-8(d) show the developing velocity profiles at in-
cremental axial locations along the microchannel length, for the
100 wm, 200 pm, and 500 wm microchannels, respectively.
These figures serve to demonstrate the quantitative as well as
qualitative data obtained using micro-PIV, by observing the devel-
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Fig. 6 Developing velocity profiles for the 100 um channel at Re of (a) 0.476, (b) 4.76, (c¢) 50, and

(d) 89

oping velocity profiles. The plots are normalized in the spanwise
direction (z) with the microchannel width (W) on the y-axis, and
with the theoretical maximum (centerline) fully developed axial
velocity on the x-axis (u/up,y pp). In addition, each plot shows
the theoretical fully developed velocity profile with a solid line,
given by the 2D Navier—Stokes equations. The plots show the
physical mechanism of developing flow. When flow enters the
channel from a large reservoir, the velocity of the fluid coming in
contact with the inner channel wall is immediately reduced to
zero. This drag disturbance creates shear waves that propagate
from all walls toward the center of the channel. The presence of
these shear waves causes the adjacent fluid layers to adjust while
the fluid at the center of the channel that is not yet affected by the
disturbance, begins to accelerate in order to satisfy continuity.
This process continues along the length of the channel, altering
the velocity profile within the channel. Once the entire flow field
adjusts to the no-slip boundary condition at the channel walls, the
flow is said to be fully developed and there is minimal change in
the velocity profile downstream. As the experimental data show
for the three investigated microchannels, it is evident that there is
faster development at lower Re numbers and far downstream from
the inlet, there is very little, if any, change in the experimental
profile, indicating fully developed flow and good agreement with
the theoretical profile.

The inlet flow path is also influenced by the corner effects at the
microchannel inlet, causing a vena contracta, as explained in Figs.
4 and 5. However, at higher Re numbers the nonsymmetrical sepa-
ration zones becomes evident for all channels, in particular for the
100 wm channel due to its relative size. For example, comparing
Figs. 6(a) and 6(b), the maximum velocity at 4 um from the
channel inlet is higher for Re=0.476 (u/uy,x pp~0.5) than for
Re=4.76 (u/uy,x gp ~0.2). This is due to the larger nonsymmetri-
cal separation zone in the vertical plane of the channel, causing a

041102-6 / Vol. 132, APRIL 2010

greater shift in the inlet velocity profile, as shown in Fig. 5(b).
Similar comparisons can be seen in Figs. 6(c) and 6(d) at 19 um
from the channel inlet, and for Figs. 7 and 8.

Also, from Figure 6, it can be seen that for the 100 wm channel
the profile just downstream from the inlet (at 4 um (Re=0.476
and 4.76) or at 19 um (Re=50 and 89)) is already in its devel-
oping shape since the center velocity is beginning to accelerate.
Failure to observe a more flat profile just downstream of the inlet
is probably due to the interrogation area size in the axial direction,
where a smaller size may be necessary. In addition, these initial
profiles are slightly skewed and then sequentially level out to-
wards a more uniform shape as the flow develops downstream.
This initial skewed inlet flow was also experimentally observed
by Lee et al. [32]. The authors explained that it was due to the
asymmetric flow path from the reservoir to the channel entrance,
which is more evident at smaller channel dimensions. A similar
observation can be seen in Fig. 7 for the 200 pum channel, how-
ever the skewness of the inlet profiles is less evident than for the
100 wm channel. In most test cases for this channel size, a certain
degree flatness of the early developing profiles can be seen, how-
ever there is an indent at the center, possibly caused by the flow
contraction effects at the inlet. For the 500 wm channel, from Fig.
8, a more classical development can be observed, particularly at
higher Re numbers of 50 and 200. At these higher Re numbers, a
flat profile just downstream from the inlet is evident, where the
drag disturbance from the presence of the channel walls has not
yet entirely altered the velocity profile. The profiles then sequen-
tially develop downstream. For low Re numbers (0.5 and 5), simi-
lar observations can be seen for the early profiles as stated for the
200 pm channel with slight skewness and flow contraction ef-
fects. Qualitatively then, for all three investigated channels, there
is good agreement with the physical mechanisms for hydrody-
namically developing flow.
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3.3 Centerline Velocity Development. Figures 9(a)-9(d),
10(a)-10(d), and 11(a)-11(d), show the centerline velocity devel-
opment along the microchannel axial distance for the 100 wm,
200 um, and 500 wm channels, respectively. The y-axis shows
the local centerline velocity (u,) normalized with the theoretical
fully developed centerline velocity (i pp), Whereas the x-axis
shows the nondimensional axial distance, normalized with the
channel hydraulic diameter, as well as the Re number (x/Re Dj,)
to incorporate its effect. The plots show the general hydrodynamic
entrance length criterion, which is the location, where the local
centerline velocity has attained 99% of its fully developed value.
It should be emphasized that theoretically speaking, the velocity
continually increases and the distance required to attain the fully
developed profile is infinitely large [13]. However, for engineering
applications, the 99% criterion is suitable in defining the entrance
length in a channel. From all plots, a common trend can be seen;
it is evident that there is a definite increase in the centerline ve-
locity, which levels out toward a somewhat constant value at
Ue/ e pp~0.99. For the 100 wm channel, from Figs. 9(c) and
9(d), it can be seen that at higher Re numbers of 50 and 89, both
trends reach uq/uypp~0.99 at relatively the same nondimen-
sional axial distance, between 0.065 and 0.085. A similar obser-
vation can be seen from Figs. 10(c) and 10(d) for the 200 wm
channel and from Figs. 11(c) and 11(d) for the 500 wm channel,
at Re numbers of 50 and 200, respectively. Regarding the plots at
lower Re numbers of 0.476 and 4.76 for the 100 um channel
(Figs. 9(a) and 9(b)), the axial distance at which the data reach
e/t pp~0.99 is observed to be rather high, at about 0.17 for
Re=4.76 and increases to about 1.7 for Re=0.476. Similarly for
the 200 wm channel (Figs. 10(a) and 10()), at Re=0.5 and Re
=5, the axial distances at which fully developed flow (0.99) is
reached are high at 0.19 and 1.2, respectively. A similar observa-
tion can be made for the 500 um channel at Re=0.5 and Re=5
(Figs. 11(a) and 11(b)), where the axial distance is roughly 0.7.
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With these results, it can be seen that there is little influence of
dimensional scaling for the three channels investigated but a
higher dependence of the entrance length on the Reynolds
number.

One can conclude that, similar to the statement of Lee et al.
[32] since the channel bottom wall and reservoir bottom wall lie
on the same plane, the inlet velocity profile is not completely
uniform, and because of this, as stated by Shah and London [12]
and Atkinson et al. [15], the entrance length at higher Re numbers
are less affected by the inlet velocity profile. However, for lower
Re numbers, as stated by Vrentas et al. [36], there is a high de-
pendence of the entrance length on the inlet velocity profile due to
the axial diffusion of vorticity. Vrentas et al. [36] numerically
showed the effect of vorticity for a pipe with an upstream inlet
reservoir. The fluid in the inlet reservoir, initially free of vorticity,
develops a vorticity field as it enters the pipe. This vorticity is
generated at the walls of the pipe, and then transmitted from the
wall to the fluid by convection and diffusion. The authors found
that the vorticity transfer from the walls to the fluid is influenced
by the Re number, in that at low Re numbers, vorticity appears in
the reservoir, causing some flow development upstream from the
tube entrance, and hence not a uniform velocity profile at the inlet.
The degree of centerline velocity profile development upstream
from the channel inlet increases as Re is decreased, particularly
below 50 (Re<50), which will have an effect on the entrance
length. This can be the case for the lower Re numbers of 0.5 and
5 for the three investigated channels.

3.4 Hydrodynamic Entrance Length. Figure 12 depicts the
entrance length (L,/D,) for the 100 wm, 200 pm, and 500 um
channels, versus the Re number, in logarithmic scale in order to
amplify the effects at low Re numbers. There are four data points
for the 100 um channel (Re=0.476, 4.76, 50, and 89), four data
points for the 200 wm channel (Re=0.5, 5, 50, and 200), and four
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data points for the 500 wm channel (Re=0.5, 5, 50, and 200). The
entrance length was taken from the data collected in Figs. 9-11,
for the 100 wm, 200 wm, and 500 wm channels, respectively,
and it is the length (L,) at which uy/uc pp~ 0.99. Regarding this
criterion experimentally, the entrance length was taken as the
length at which u/u pp remained relatively steady at 0.99 or
crossed 0.99, depending on the trend of data. To analyze any
effect of scaling, the overlapping range of data points for the
investigated channels were also compared. From the figure, it can
be seen that for high Re numbers (Re>10) there is no influence
of dimensional scaling. However, it can be seen that at lower Re
numbers (Re<10), there is a minor discrepancy between the en-
trance lengths of the 100 um and 200 wm channels compared
with that of the 500 wm channel. This can lead to a slight dimen-
sional scaling effect at low Re numbers for the 500 wm channel.
In addition, the experimental data are compared with conventional
entrance length correlations. The numerical correlations given by
Han [13] and Wiginton and Dalton [16] are linear correlations,
where the entrance length is proportional to the Reynolds number
by some constant, depending on the cross-sectional aspect ratio.
For an aspect ratio of 1, the correlation of Han [13] is given by

L
—=0.0752 Re (2)
h
whereas the correlation of Wiginton and Dalton [16], for an aspect
ratio of 1, is given by

Le =0.09 Re (3)
D,
According to Shah and London [12], the equation given by the
model of Wiginton and Dalton [16] is more accurate, whereas that
of Han [13] is low since he calculated rapid flow development.
From Fig. 12, it can be seen that at high Re numbers (Re> 10),
there is good agreement between the experimental data and the
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correlations given by Han [13] and Wiginton and Dalton [16].
However, at low Re numbers, below 10, there is not good agree-
ment. This is due to the fact that since these correlations are linear,
and at very low Re numbers, L,/D;, goes towards zero. This may
have little effect in conventional ducts where modest Reynolds
numbers are applied. However, at the microscale, very low Rey-
nolds numbers can be practically applied, where there indeed ex-
ists a finite value for the entrance length. This is apparent from the
data, where at low Re numbers (i.e., Re=0.5 or 5), there is a
definite entrance length value. For low Re numbers one can con-
sider entrance length correlations given by Atkinson et al. [15]
and Chen [17], both for parallel plates. The parallel plate correla-
tion of Atkinson et al. [15] is given by

L,
—=0.625+0.044 Re (4)
D,
whereas the given correlation of Chen [17] for parallel plates is
given by

L, 063
D, 0.035Re+1

It should be noted in Egs. (4) and (5) the hydraulic diameter of a
square channel (D,=W=H) is used in the definitions of Re and
D,,. Looking at these two above correlations, when Re is high, a
linear curve is depicted. However, when Re is low, both correla-
tions level out to a constant value and are independent of Re. This
is shown in Fig. 12. Comparison of the present experimental data
with these two parallel plate correlations reveals very good agree-
ment for the 100 um and 200 wum channels, particularly at low
Re numbers (0.5 and 5). Regarding the 500 wm channel, ad-
equate agreement is found at lower Reynolds numbers; however
the error is greater than for the 100 wm and 200 wm channels (a
possible scaling effect). At the higher Re range (>10) there is
adequate agreement for all investigated channels, however better

+0.044 Re (5)
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agreement was found with comparison to the conventional corre-
lations for ducts, notably that of Han [13]. From the present ex-
perimental data, these parallel plate correlations are better suited
for the prediction of the entrance length in microchannels at very
low Reynolds numbers (<10).

3.5 Entrance Length Correlations. In light of the previous
discussion with comparison of the present entrance length experi-
mental data with conventional correlations, new entrance length
correlations are proposed. These new correlations are applicable
in predicting the entrance length in microchannels and will aid in
the design of future microfluidic devices. As was seen in Fig. 12,
there was very good agreement at high Reynolds (Re>10) num-
bers with conventional correlations for ducts, notably that of Han
[13] from Eq. (2). For lower Re numbers (Re<10), there was

10°
A 100 m
O 200um
¢ 500 um 3
4| — Han (1960)
10 f ----- Wiginton and Dalton (1970)
c Atkinson et al. (1969)
= -+ Chen (1973)
4
0
10
........... Ao
<o
10" W . ,
10° 10° 10’ 10° 10°

Re

Fig. 12 Entrance length comparison between present data
and conventional correlations
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very good agreement with parallel plate correlations, given by
Atkinson et al. [15] and Chen [17] from Egs. (4) and (5). These
two entrance length parallel plate correlations were established by
numerically solving for the creeping flow solution at low Re num-
bers, and adding the result to a high Re number asymptote pro-
vided by Bodoia and Osterle [37], which is 0.044 Re. However,
from Fig. 12, it can be seen that at higher Re numbers there is
poor agreement with these parallel plate correlations but better
agreement with conventional duct correlations, particularly that of
Han [13]. Applying a similar method and form of equation as
Chen [17] but replace the high Reynolds number asymptote with
the correlation of Han [13], the following empirical correlation is
obtained:

L, 0.63

e 1 0.0752Re (6)
D, 0.035Re+ 1

Figure 13(a) shows Eq. (6) plotted along with the present experi-
mental entrance length data for the 100 um and 200 um chan-
nels. From the figure, excellent agreement can be seen over the
whole range on Re numbers, and quantitatively, from Fig. 13(b),
the correlation fits all the data to within 15%. This correlation
however, does not fit well with the experimental data obtained for
the 500 wm channel. Therefore, it can be said that Eq. (6) is well
suited in predicting the entrance length in square microchannels
(H/W=1) for hydraulic diameters below 500 wm, over a wide
range of laminar Reynolds numbers from 0.5 to 1000.

In finding an empirical correlation that fits all the present ex-
perimental data for the 100 um, 200 wm, and 500 wm channels,
another correlation is developed. Once again, an equation in the
form of the correlation of Chen [17] is applied. From Fig. 12, it
can be seen that at high Re numbers (Re>10), all present experi-
mental data fit the correlation of Han [13] very well, therefore
once again it will be used for the high Reynolds number asymp-
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Fig. 13 Proposed entrance length correlation for square mi-
crochannels below 500 um with present experimental data of
the 100 um and 200 um channels and the error in the fit

tote. Applying a curve fit in the form of the correlation of Chen
[17] at the low Re numbers, the following correlation is found:

L, 0.6

—=—""""+0.0752Re (7)

D, 0.14Re+1
Figure 14(a) shows Eq. (7) plotted with the present experimental
data (100 wm, 200 wm, and 500 wm channels) along conven-
tional experimental data produced from Goldstein and Kreid [19]
for a square duct within a Re range of 69-387. These authors
investigated flow development using a laser-Doppler flowmeter in
a square duct with a hydraulic diameter of 1 cm, as shown in
Table 2. From Fig. 14(b), it can be seen that the experimental data
fit the empirical correlation to within 30%. Equation (7) shows to
fit well with all the data over the whole range of Re numbers, and
can be used as a general entrance length correlation for channels
of square cross-section (H/W=1) at both the microscales and
macroscales. It should be noted that the correlations developed in
Figs. 13 and 14, would be most accurate if applied to a configu-
ration, where the plenum and microchannel share a wall in the
same plane, which is typical to microfluidic devices.

Theoretically, the hydrodynamic entrance length of a channel is

dependent on its cross-sectional aspect ratio (H/ W). This is shown
in analytical studies by Han [13], Fleming and Sparrow [14], and
Wiginton and Dalton [16]. This is due to the proximity of the
walls relative to the internal flow field, the drag disturbance they
impose, and the shear waves they cause to propagate toward the
center of the channel. Therefore the height and width of the solid
walls of a channel, and their relative size to each other, have a
great influence on the flow development. However, since there is
not many experimental works associated with the hydrodynamic
entrance region in microgeometries, a correlation applicable to
microchannels regardless of aspect ratio would be useful, where
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Fig. 14 Proposed entrance length correlation for square chan-
nels at the microscales and macroscales and the error in the fit

practical applications are concerned, even though the error is ex-
pected to be great due to the physics of the boundary layer. In
light of this, previous experimental works for the hydrodynamic
entrance length in microchannels [27,29,32], in addition to the
present experimental data, are used in developing an empirical
correlation. Also, conventional experimental data for the entrance
length in ducts given by Goldstein and Kreid [19] and Muchnik et
al. [21] were included to broaden the analysis. Table 2 shows the
geometric parameters associated with the previous experimental
data. Also, it should be noted that where conventional sized ducts
are concerned, all available experimental data are above a Rey-
nolds number of 10 due to reasons of practicality at the macros-
cale. However, where microchannels are concerned, there are
available experimental data well below Re=10 since these low
Reynolds numbers are applicable at the microscale, primarily due
to the pressure drop imposed at higher Reynolds numbers. In or-
der to determine an empirical correlation to fit the data, an equa-
tion in the form of Chen [17] was once again applied; however
both the high Reynolds number asymptote, as well as the low
Reynolds number solution are found using a curve fit. The follow-
ing correlation is obtained:

Table 2 Experimental entrance length geometries used in pre-
vious studies

Authors D, HIW
Goldstein and Kreid [29] 1 cm 1
Muchnik et al. [21] 1.33 cm 2

Lee et al. [29] 380 pum 2.65
Hao et al. [27] 237 pm Trapezoidal
Lee et al. [32] 370 um 2.75
Lee et al. [32] 56.4 um 0.40
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L, 055

D, 0.13Re+1

Figure 15(a) depicts Eq. (8) plotted with the aforementioned en-
trance length experimental data for ducts and microchannels. The
figure also shows that the conventional experimental data given
by Muchnik et al. [21], at higher Re numbers (Re>10), have
good agreement between the present experimental data, where
their aspect ratio (H/W) was 2. In addition, the experimental data
given by Hao et al. [27] also have very good agreement with the
present data at high Re values, where interestingly their micro-
channels had a trapezoidal cross-section. As shown in Fig. 15(b),
the error between the proposed correlation and the experimental
data are high as expected, where the correlation fits majority of
the data to within 60%. However, the high error results from the
experimental data for the entrance length in microchannels from
Lee et al. [29] and Lee et al. [32], which both have a similar
planar microchannel/reservoir wall configuration as the present
test-sections. Similar to their findings, this leads to off-center
maximum velocity of the inlet profiles, and some predevelopment
in the vertical plane due the planar plenum. However the expected
high error is due to the cross-sectional aspect ratio of the micro-
channels, which is much greater than the present investigation.
From the data in Fig. 15, it can be seen that the aspect ratio
becomes more important at lower Re numbers. Nonetheless, this
proposed correlation can be used as a general correlation for the
entrance length in microchannels for aspect ratios below 3
(H/W<3) and possibly trapezoidal microchannels, as shown by
the data of Hao et al. [27].

+0.065 Re (8)

4 Conclusion

An experimental investigation regarding the hydrodynamic en-
trance length in square microchannels was carried out over a lami-

041102-12 / Vol. 132, APRIL 2010

nar Reynolds number range of 0.5-200. Three microchannels with
hydraulic diameters of 100 um, 200 wum, and 500 um were
used to investigate scaling effects. The micro-PIV experimental
technique was utilized to obtain flow field data at different axial
locations from the microchannel inlet. To remove any effect of
cross-sectional aspect ratio, square microchannels were used,
whose inlet reservoir was very large, compared to the hydraulic
diameter of the channels. The test-sections’ configuration is simi-
lar to typical microfluidic devices, where the plenum and the mi-
crochannel share a wall in the same plane.

Good agreement was found regarding the physical mechanism
describing developing flow, in terms of the observed developing
velocity profiles downstream from the microchannel inlet. A slight
influence of dimensional scaling was observed in comparing the
entrance length of the 500 wm channel with the 100 um and
200 um channels at low Reynolds numbers. However, at higher
Reynolds numbers, above 10, there was no effect of scaling. Also,
very good agreement was found in comparing the entrance length
data with conventional correlations developed for ducts at high
Reynolds numbers (above 10) for all microchannels studied, and
for parallel plates at lower Reynolds numbers (below 10), particu-
larly for the 100 uwm and 200 um channels. At very low Rey-
nolds numbers, below 10, the parallel plate correlations are well
suited for the prediction of the entrance length in microchannels
with planar plenum configurations. This is important since for
practical applications of microscale flow in microchannels and
microdevices, the flow is highly laminar due to the high pressure
drop. Therefore, conventional entry pressure loss correlations de-
veloped for ducts may not be applicable for microchannels at very
low Reynolds numbers. In addition, three new empirical entrance
length correlations were proposed using the present data, whereby
both creeping and high laminar Reynolds number correlations are
combined. The first correlation applies the experimental data for
the 100 pwm and 200 wm channels, and is applicable to square
microchannels with hydraulic diameters below 500 um with an
error of less than 15%. The second correlation includes all present
experimental data, along with conventional experimental data for
square ducts, and can be applied as a general entrance length
correlation for channels of square cross-section at both the mi-
croscales and macroscales. This correlation fit the experimental
data to within 30%. The first and second correlations are most
accurate for microchannel aspect ratios of 1 and planar reservoir
configurations, where the microchannel and reservoir share a
common wall. The third correlation proposed includes all previous
microchannel experimental entrance length data and some con-
ventional experimental data, regardless of cross-sectional aspect
ratio. Despite the large error in fitting the data to this new corre-
lation, it can be used as a general entrance length correlation for
microchannels of aspect ratios below three.
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Combined Effect of Surface
Roughness and Heterogeneity of
Wall Potential on Electroosmosis
in Microfluidic/Nanofuidic
Channels

The motivation of the present study is to generate vortical flow by introducing channel
wall roughness in the form of a wall mounted block that has a step-jump in {-potential on
the upper face. The characteristics for the electrokinetic flow are obtained by numerically
solving the Poisson equation, the Nernst—Planck equation, and the Navier—Stokes equa-
tions, simultaneously. A numerical method based on the pressure correction iterative
algorithm (SIMPLE) is adopted to compute the flow field and mole fraction of the ions. The
potential patch induces a strong recirculation vortex, which in turn generates a strong
pressure gradient. The strength of the vortex, which appears adjacent to the potential
patch, increases almost linearly with the increase in {-potential. The streamlines follow a
tortuous path near the wall roughness. The average axial flow rate over the block is
enhanced significantly. We found that the ionic distribution follow the equilibrium Bolt-
zmann distribution away from the wall roughness. The solutions based on the Poisson—
Boltzmann distribution and the Nernst—Planck model are different when the inertial effect
is significant. The combined effects due to geometrical modulation of the channel wall
and heterogeneity in {-potential is found to produce a stronger vortex, and hence a
stronger mixing, compared with either of these. Increase in {-potential increases both the
transport rate and mixing efficiency. A novelty of the present configuration is that the
vortex forms above the obstacle even when the patch potential is negative.
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of positive ions are attracted by the negatively charged wall. Due
to the external electric field parallel to the wall, the flow near the
patch will be in the opposite direction to the bulk flow, which may
lead to a recirculation region. Small region of nonuniform wall
potential creates pressure gradient every where in the flow and the
inertial effect in the electroosmotic flow may become significant.
Thus, the convection effect in electroosmotic flow becomes im-
portant in the context of surface roughness and heterogeneous
surface potential. Bio-MEMS devices are frequently required to
have an effective mixing capability. Several studies have been
made in the recent past on enhanced microfluidic mixing devices
based on surface roughness and surface potential heterogeneity. In
a recent article, Chang and Yang [9] provided a detailed account
on the development of research related to electrokinetic mixing in
microfluidic systems.

The surface of microfluidic and nanofluidic channels may have
a roughness of a few angstroms to a few micrometers [10]. Hu et
al. [11] studied the effect of surface roughness on the electroos-
motic flow in microchannels at the thin EDL limit. Their study
indicates that the electroosmotic flow in microchannels can be
significantly affected by surface roughness and pressure can be
induced in it. Subsequently, Hu et al. [12] analyzed the three-
dimensional EOF through rough microchannels. The geometric
modulation of channel wall to increase the interfacial area be-
tween the liquids to be mixed was studied by Ramirez and Con-

1 Introduction

Electroosmotic flow is the bulk liquid motion that results when
an externally applied electric field interacts with the net surplus of
charged ions in the diffuse part of an electric double layer (EDL).
Because of several important characteristics, EOF has become one
of the most useful mechanisms for pumping, separating, and mix-
ing in microfluidics and nanofluidics based on lab-on-a-chip
[1-6]. Several studies have been performed on EOF in a smooth
long channel of heights on a micrometer to nanometer scale with
homogeneous potential. A great amount of work on this has been
reviewed recently in articles by Conlisk [7] and Ghosal [8]. The
steady EOF is primarily unidirectional, i.e., along the direction of
the applied electric field and laminar with low Reynolds number.

The electroosmotic flows are strongly related to the surface
properties of the capillaries used. The electroosmotic flow de-
pends on the {-potential, which varies with solution pH, ionic
strength, dielectric constant, and solute molecules adsorbed onto
the walls. For a system with a simple electrolyte solution and a
homogeneous channel wall, the {-potential is considered uniform
along the channel. However, in many cases, the {-potential on the
channel wall is not uniform due to manufacturing defects or spe-
cial designs. If the surface has a patch of positive potential, a
surplus of negative ions are attracted by the patch while a surplus
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lisk [13]. Datta and Ghosal [14] made an asymptotic analysis on
the transport of a solute in a straight microchannel of axially vari-
able cross-sectional shape in the presence of an inhomogeneous
flow field and an adsorption-desorption process on the wall. Re-
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field when E, corresponds to 10 V/m

cently, Wang and Chen [15] made a study on roughness and cavi-
tations effects on EOFs in microchannels through a lattice Boltz-
mann simulation of the governing equations based on the
Boltzmann distribution of ions (P-B model).

The EOF in microchannel with nonuniform -potential along
the conduit wall may promote mixing [16]. Adjari [17] showed
that spatial modulation of the surface charge density can generate
vortex. Erickson and Li [18] found that the recirculation is stron-
gest when the {-potential of the heterogeneous surface is of equal
and opposite sign to that of the homogeneous surface. Ghosal [19]
employed lubrication theory to study the EOF in microchannel
with nonhomogeneous {-potential. Fu et al. [20] observed that a
step change in {-potential causes a significant variation in the
velocity profile and pressure distribution. However, their result
could not predict any flow recirculation. Tian et al. [21] concluded
in their study on EOF in a heterogeneous microchannel that an
excellent mixing could lead to a poor liquid transport. Luo [22]
made an extensive study on transient EOF in a microchannel with
nonhomogeneous surface charge distribution. Chen and Conlisk
[23] studied the effect of nonuniform surface potential by solving
the Poisson—Nernst—Planck equations. It may be noted in all the
forgoing studies, a quantitative measure of the vortex strength and
the dependence of induced vortical flow on several flow param-
eters is lacking.

Most of the previous studies on EOF in heterogeneous channel
are based on the Boltzmann distribution of ions, which leads to
the Poisson—Boltzmann equation for electric potential (P-B
model). Although the computational cost for the numerical com-
putation of full governing equations is high compare with that for
the simple P-B model, the advantage of the exact N-P model can
overshadow this weakness. When the channel height is compa-
rable to the EDL thickness, the core of the channel is no longer
electrically neutral and hence the validity of the Poisson—
Boltzmann equation is questionable. Additionally, the Boltzmann
distribution neglects the convection effect and the external electric
field. The EOF near a step-jump in surface potential or close to
surface roughness, the convection effect may not be negligible.
Comparison of the two models to describe the EOF in microchan-
nel with a step change in surface {-potential has been made by
Park et al. [24]. They observed a discrepancy between the results
predicted by the two models near the region of inhomogeneous
{-potential, when the electric double layer is thicker and/or the
applied electric field is stronger. Recently, Wang et al. [25] exam-
ined the validity of the P-B model in microscale and nanoscale
EOF. One of the objectives of the present study is to investigate
the validity of the Poisson—Boltzmann model in the present con-
figuration where both surface roughness and heterogeneity in wall
potential occurs. The EOF conditions, such as, external electric
field, EDL thickness, and overpotential of the patch, which influ-
ences the difference between the P-B model from the exact N-P
model, are also addressed in the present analysis.

The mixing in heterogeneous channel depends on the strength
of the vortices induced by the potential patches. The EOF is pro-
portional to the wall {-potential as well as the applied external
electric field. The enhancement in electroosmotic flow in
nanochannel also occurs with the increase in channel height. In
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(a) Schematic diagram of the computational domain and (b) electric potential distribution of the external electric

the present study we have measured the vortex strength as a func-
tion of channel height, wall {-potential and overpotential of the
patch.

The EOF around a wall mounted rectangular block, whose
height is a fraction of the channel height and length is on the order
of the channel height has been investigated here. In addition, we
assume that the upper face of the block has a step-jump in
{-potential. The height of the channel is assumed to vary between
20 nm and 60 nm. Far away from the block, it is a fully developed
electroosmotic flow, thus the flow is along the direction of the
applied electric field. The characteristics for the electrokinetic
flow are obtained by numerically solving the Poisson equation, the
Nernst—Planck equation, and the Navier—Stokes equations, simul-
taneously. The formation of vortex and strong transverse velocity
near the block is observed. The form of the recirculation vortex
and its dependence on several flow parameters such as channel
height, EDL thickness, overpotential of the patch, and wall
{-potential is discussed. We have compared our model with the
solution where the charge potential is governed by the Poisson—
Boltzmann equation.

2 Mathematical Model

Consider that a long rectangular channel whose height & is
comparable with the EDL thickness is filled with an incompress-
ible Newtonian electrolyte of uniform permittivity €, and viscos-
ity u, and subjected to a uniform external electric field directed
along the length of the channel, say x-axis. An obstacle of the
form of a rectangular block of length [ (~O(h)) and height d is
considered to be mounted along the lower wall of the channel (see
Fig. 1(a)). We assume that the electrodes are placed at the inlet
and outlets of the channel and a constant voltage is applied along
x-direction.

The dimensional electric field E*=(E,,E,,E,) satisfying the
Maxwell equations E*=-V®* is governed by the following equa-
tion:

V‘(EeE*)=Pe=FE Z[CFFCE ZiX; (1)
p, is the charge density per unit volume, ®* is the electric poten-
tial, and c; is the molarity of ionic species 7 and c is the total molar
concentration, which is assumed to be constant. z; is the valence
and X;=c;/c is the mole fraction of species i.

The electric potential ®* can be written as ®*(x,y,z)=d.,,
+¢"(x,y,z). Here, ¢, and ¢* are the external electric potential
and the induced electric potential, respectively. Using Eq. (1), the
nondimensional form of the equation for the induced potential can
be written as
& & >
ﬁ"‘ﬁﬁ"’éﬁ:_é?@& (2)

The potential is scaled by ¢y=RT/F. For nondimensionalization
we have used (I,h,W) for coordinates (x,y,z) for example, x
=x"/1. We define €,=h/l, ,=h/W, e=\/h, and B=c/I. Here, \,
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the EDL thickness, is estimated as \J“ﬁ"/ FI'? and the ionic
strength /= E,-zizc,«‘ We assume that the fluid and transport proper-
ties are constants. If we consider the electrolyte consists of sym-
metric ions, then 2,7,X;=g—f. Here, g and f are the mole fraction
of cation and anions, respectively.

The external electric field is created by applying a voltage dif-
ference across the channel so that a constant electric field of
strength E, generates in a channel of uniform cross section. The
number A=hE,/ ¢y measures the strength of the external electric
field in nondimensional form. Owing to the presence of the sur-
face mounted block, the external electric field is neither necessar-
ily along the x-direction nor constant. The external electric poten-
tial is obtained by solving the Laplace equation, V2., =0. The
walls and all the sides of the block are electrically insulated, i.e.,
the normal gradient of ¢,y is zero. We considered that ¢, is a
linear function of x, i.e., ¢ =—Ax, far upstream and downstream
of the block. The Laplace equation along with the prescribed
boundary conditions is solved in the computational domain to
obtain the external electric field for a given value of A. A line-by-
line iterative method along with the successive-over-relaxation
technique (SOR) is used to compute the discretized equation. The
grids are considered to be the same as that of the grids used for
computing the flow field. Detailed discussions on grids are made
in Sec. 4. Figure 1(b) shows that except in the region close to the
block, ¢, varies linearly with the axial position. The electric field
is predominantly along x-axis except in the region near the block,
where the y-component of electric field exists and has maximum
magnitude about 8% of A. The strength of the electric field is
enhanced in the downstream side and above the block. The elec-
tric field is about 1.12 times of A in this region.

The molar flux of species i oriented perpendicular to the flow of
the species can be obtained as [26]

n;=-D;Vc;+cozFE +cq” (3)

Here, ¢* is the velocity field of the fluid. The mobility w; is w;
=D;/RT.

The transport equation for species i in steady EOF is governed
by

V-n;=0 (4)

Using Egs. (3) and (4) the concentration equation for molar flux in
nondimensional form can be expressed as

FX.  LPX,  LPX, aX; X, X,
—2+ef—2+e§—2=Pe €U +V— + W
dy ox Jz ox ady 0z
( IX.E,  IXE, &X,-Ez)
+ | €13; +zZ; + 6,7
1< Ix i (7)7 240 (72

)

Thus, the nondimensional electric field E in (x,y,z) directions is

of the form:
J J
Ex=— <€]&+ E]_(ﬁ>
ox ax

E‘;_(%Jf_‘ﬁ)
’ dy  dy

d J
E=- (62& . 62_4’)
9z 9z

We assume that the electrolyte solution composed of two species,
cations, and anions, and have the symmetric physical properties.
The corresponding momentum equation in dimensional form is

P
p<a—z+(q~V)q) =-Vp+uVig+pE (6)

where g=(u",v*,w"). The continuity equation is

Journal of Fluids Engineering

du dv aw
El_+_+€2_=0 (7)
ox dy 9z
The velocity components are scaled by the electroosmotic velocity
Uy, where Uy=¢€,Ey¢py/ . The Reynolds number Re is Uyh/ v,
Schmidt number Sc=v/D;, and Pe=Re-Sc is the Peclet number.
The Peclet number is related to the height of the channel and the
magnitude of the imposed electric field.
The nondimensional pressure is defined by p=p*/ uUy/h and

i i i
= Sta at6 5

ay ox 9z

We consider the width of the channel to be of the order of the
length of the channel, so e;,=h/W<1. Thus, all gradients with
respect to z can be neglected and the flow can be treated as two-
dimensional.

The velocity field is coupled with the mass transfer equation (5)
and the equation for the potential (2). The mass transfer equation
is subject to boundary conditions at a solid surface. We can either
specify the ion concentration or the flux at the surface. Since only
the gradients of ¢ appears in the governing equations, we can
subtract the wall {-potential from ¢ and set ¢»=0 along the walls
(y=0 and y=1). Thus, the boundary condition along the channel
walls (y=0 and y=1) and along the side faces of the block can be
expressed as

V2

u=v=0,

$=0, f=/° g=¢" (8)

Many investigators [27] have experimentally determined the
{-potential or surface charge density for various oxide-solution
systems as a function of solution pH and concentration.

We consider a potential patch of overpotential ¢, to be embed-
ded along the upper face of the block. The boundary condition
along the upper face of the block (-0.5=x=0.5, y=d/h) is

o=¢, f=f, g=g" )

The wall mole fractions on the upper face of the obstacle are f”
=f%% and g’=g"% %, which satisfies the equilibrium condition
of the electrochemical potential at y=0 and y=1.

The channel is assumed to be sufficiently long upstream and
downstream of the wall mounted block and the flow is assumed to
be fully developed EOF at the far upstream and downstream of
the block. Far upstream of the block (x=-L)

u=v=0,

u=u", v=0, ¢=¢"
! : ap
g=g" f=f" —-=0 (10)
ox

Far downstream of the block (x=L), we consider a symmetry
condition

du adv dd

—=0, —=0, —=0

ax ox ax

J J 7

% _o, Loy 2. (11)
ax ax ax

The values for u", ¢, g™, and f" are due to the fully devel-
oped EOF. The governing equations and boundary conditions for
the fully developed EOF is discussed in Ref. [28].

The presence of the wall mounted rectangular block and the
potential patch creates a pressure gradient, which makes the iner-
tial effect non-negligible. This makes the governing equations
nonlinear and coupled. Hence, an analytic solution for velocity
and mole fractions are difficult. For computation purposes we
have scaled the mole fractions with the wall value of g°, ie., g

=g/g% f=f/g". The governing equations are invariant to this res-
caling of the mole fractions with the parameter 6= €/ Bg°.
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Fig. 2 Comparison of the present solutions in the fully developed region (x=-1.7) with that of Ramirez
and Conlisk [13] when h=50 nm, g°=2.77X1075, £=2.54X 1075, and E,=1.7143 V/um. (a) Axial velocity
profile and (b) mole fractions. ([J) denote the results due to Ramirez and Conlisk [13]. Grid size effect on

the solution is shown in (a).

3 Numerical Scheme and Accuracy

We compute the governing nonlinear, coupled set of PDEs (i.e.,
Eqgs. (5) and (6)) through a numerical scheme based on the semi-
implicit method for pressure-linked equations (SIMPLE) algorithm.
The Poisson equation for induced potential, Eq. (2), is solved
through a SOR technique.

We consider a nonuniform grid distribution with dense grids
close to the channel walls, where the gradients are large. The total
number of grids is taken to be 400 X 80. Further reduction in the
grid size does not produce any change. The minimum grid size for
400 X 80 grids is 0.01 X 0.01. The grid independency test is shown
in Fig. 2(a). The algorithm has been tested for accuracy by com-
paring with the previously published results. We have compared
our computed solution for the fully developed EOF with the re-
sults due to Ramirez and Conlisk [13] and found them in good
agreement. Figures 2(a) and 2(b) present the comparisons for u,
¢, g, and f when h=50 nm and the wall mole fractions Na*
=0.00154M and C1"=0.000141M, under the external electric field
3.5%X10° V/m. The EDLs are thick and the velocity profile
shows a parabolic form.

A comparison of our computed solution for the streamwise ve-
locity component with the lattice Boltzmann solution of the
Poisson—-Boltzmann model (LPBM) for a channel of height
0.8 um as obtained by Wang et al. [25] is shown in Fig. 3 at
different values of the external electric field and {-potential. Fig-
ure 3 shows that the agreement is excellent with our computed
solution based on the present model (N-P model). Axial flow rate
increases with the rise of {-potential as well as external electric
field. We found our results for plane EOF in a channel of height 5
nm (Fig. 4) are comparable with the experimental results pre-
sented in Ref. [29].

We have compared our results for ionic concentration with Fu
et al. [20] when a step change in {-potential is considered (Fig. 5).
The results are presented for #=50 um and the patch {-potential
is =75 mV. The {-potential outside the patch is zero. Our result
based on the present model is in good agreement with the result
obtained by Fu et al. [20] through the Nernst-Planck model. For
comparison, we have included in Fig. 5 the result based on the
Boltzmann distribution of ions. We find a difference in ionic dis-
tribution obtained by those two different models, though both the
models yields similar pattern.

In Fig. 6, a comparison of our result for axial velocity obtained
by the N-P model with the result based on the Poisson—Boltzmann
equation (P-B model) due to Luo [22] is made for channel height
30 um. The channel is considered to have potential patches

041103-4 / Vol. 132, APRIL 2010

placed symmetrically along both the upper and lower walls. The
{-potential along the channel wall is 75 mV, whereas, the
{-potential along the patches is =75 mV. We find that our results
compare well when the flow away from the patches is considered.
Near the patch (x=0) there is a discrepancy between our result
obtained by the N-P model with the results of Luo [22] based on
the P-B model. Here, the velocity scale is 0.0018 m/s, which is the
same as that considered in Ref. [22]. A detailed discussion on the
difference between the N-P model and the P-B model is made in
Sec. 4.

4 Results and Discussion

The EOF here is investigated for a weak electrolyte, for which
the EDL thickness is large, as well as a strong electrolyte, for
which the EDL thickness is low. The block height could be any
fraction of the channel height. In the present analysis, we consider
the rectangular block height as 0.2 times the height of the channel
and length is same as the channel height. The values of the other
EOF parameters are provided in Table 1.

Present PB model
Result due to Wang et al.
Present NP model

Fig. 3 Comparison of axial velocity with different models and
the results due to Wang et al. [25] for various external electric
fields in plane channels of height 0.8 um with zeta potential as
-50 mV and the ionic concentration is 10*M
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Fig. 4 Comparison of our result for flow rates at different
channel heights in a plane nanochannel with Ref. [29]. The mo-
larity of ions at the walls are Na*=9.6871M and CI~=0.0009/M.
The external electric field E, corresponds to 0.05 V over a chan-
nel of length 3.5 um. Experimental results are as provided in
Ref. [29].

4.1 Electroosmotic Flow and Ion Distribution. The distri-
bution of velocity components, mole fractions, electric potential,
and pressure along the channel for a strong solution case is pre-
sented in Figs. 7(a)-7(f). We consider a strong electrolyte for
which the concentration at the wall corresponds to Na*=0.154M,
CI"=0.141M and water is 55.6M. This leads to an EDL thickness
of 0.8 nm. We choose the overpotential of the patch ¢, as 0.2,
which corresponds to the EDL thickness along the patch as 0.78
nm. Away from the obstacle, the flow is predominantly along the
direction of the applied electric field and is similar to the EOF
within a plane nanochannel. In this region, the bulk fluid is elec-
trically neutral and the flow is governed by the viscous effect,
which leads to a constant bulk flow. Along the potential patch, a
different EDL forms compared with the EDL, which develops
along the channel walls. Due to this difference in strength of the
{-potential, different fluid flow rates occur in different sections of

3
I Present solution
B m Nernst Plank model by Fu et al.
25 ® Poisson Boltzmann model Fu et al.

Tonic concentration
P
T

0s5f °

0Axxxlxxxxlxxxxlxxxxlxxxx

0 0.1 0.2 0.3 0.4 0.5

y

Fig. 5 Comparison of the ionic concentrations of cations and
anions of the solution near a step-jump in ¢-potential (x=1.55)
with the results due to Fu et al. [20]. The ionic strength of the
solution (I) is 10°M with h=50 um, ¢g°=2.7X10-%, =25
X107%, ¢, is —2.853, and Ey=10° V/m.
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Far upstream
(x=-2.0)

Above the patch
(x=0.0)
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Fig. 6 Comparison of the axial velocity (N-P model and P-B
model) at different sections of the channel with Ref. [22] (P-B
model) in a channel with heterogeneous ¢-potential. Here, E,
=10* V/m, h=30 pum, g°=2.7X107%, £=2.5X1075, and ¢, is
-2.853. Solid line, result due to the N-P model; dotted line, re-
sult due to the P-B model; B [22].

the channel. This nonuniform flow rate leads to the development
of a pressure gradient. The fluid velocity adjacent to the patch is in
the opposite direction of the bulk flow. As a result, a vortical
motion develops above the obstacle. Reversal of the fluid flow
close to the potential patch situated on the upper face of the ob-
stacle is evident from the results. Besides, fluid encounters an
adverse pressure gradient as it approaches the block. Thus, the
fluid velocity is much reduced near the upstream side of the block.
Above the vortex adjacent to the patch, fluid accelerates in order
to satisfy the continuity requirement. In a fully developed EOF,
the asymptotic value of u corresponds to 0.044 [28]. The maxi-
mum value of the streamwise velocity () in the region above the
obstacle is 54% higher than the corresponding u due to a fully
developed EOF. The Reynolds number based on the EOF velocity
for h=60 nm is 0.1. It is also evident from Figs. 7(a) and 7(b)
that the EOF is symmetric about the vertical axis x=0.

The distribution of pressure in Fig. 7(e) clearly shows that the
pressure is high near the upstream side of the obstacle, whereas a
strong favorable pressure gradient develops above the obstacle.
The vertical velocity is quite strong and the form of the velocity
distribution suggests that the vortex is symmetric about the verti-

Table 1 Values of the parameters used for computation

Parameter Value

Zi *1

F 96,500°C mol™!

Ky 1.38066 X 107 J/K
300 K

e 1.60219 X 10719°C

Ny 6.023 X 10% mol™!

p 1000 kg/m?

“ 10~ kg/ms

Sc 7692.23 NaCl, 500 KCl

U, 0.02274 m/s

o 0.02586 V

R 8.315 J mol™! K!

D, 1.3 1071 m?/s (NaCl)

D; 2.5X 107 m?/s (KCI)

E, 10° V/m or 108 V/m
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Fig. 7 Distribution of axial velocity, transverse velocity, mole fractions, potential, pressure, and lines of constant po-
tential for nanochannel of height 60 nm with ionic species concentration at the wall is Na*=0.154M and CI~=0.1411/
(strong electrolyte) and imposed electric field is 10¢ V/m and $p=0.2

cal axis (x=0). We have shown later in this section that the
present configuration produces a vortical flow even if the patch
have negative {-potential. It may be noted that in a smooth het-
erogeneous channel, vortex occurs only when the potential patch
has {-potential of opposite sign to that of the homogeneous part.

The mole fraction distributions (Fig. 7(c)) show that for the
strong solution the bulk fluid is electrically neutral except near the
obstacle. The surplus of positive ions (g) in the region above the
potential patch is evident from the results. The force due to elec-
tric field in EOF is proportional to (g-f), which is highest within
the EDL. We find from the distribution of g and f that the con-
vection has almost no effect on the molar concentration of ions in

041103-6 / Vol. 132, APRIL 2010

the core region at this small Peclet number.

The lines of constant potential for a strong solution with ¢,
=0.2 is presented in Fig. 7(f). The potential lines are no longer
parallel above the obstacle. Therefore, the electric field is not
uniform in this region. We observed previously that the fluid flow
is not uniform in the bulk. The pressure gradient, which develops
due to the nonuniformity of the form of EDLs and surface rough-
ness, generates a nonuniform flow field in the bulk region above
the obstacle.

The distribution of velocity components, mole fractions, and
electric potential along the channel for the weak solution case is
presented in Figs. 8(a)-8(d). For a weak electrolyte solution, we
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Fig. 8 Distribution of axial velocity, transverse velocity, mole fractions, potential for channel height h
=60 nm with ionic species concentration at the wall is Na*=0.00154M, CI-=0.00141M (weak electrolyte), and

$p=0.2

consider that the concentration at the wall as Nat=0.00154M,
CI"=0.00141M, and water is 55.6M. The EDL thickness is esti-
mated to be 8 nm. Away from the obstacle, the flow is primarily
along the axial direction. The axial velocity profiles assume a
parabolic shape as the bulk fluid is not electrically neutral. Flow
recirculation occurs in the region above the obstacle. The axial
flow rate and the strength of the recirculation are reduced compare
with the case of strong solution (Figs. 7(a) and 7(b)). The mole
fraction distribution for the case of weak solution is presented in
Fig. 8(c). The electroneutrality in the core is not established in this
case.

We present the streamlines close to the obstacle (Figs. 9(a) and
9(b)) both for strong and weak solution cases. Far upstream of the
obstacle, the streamlines are almost straight lines and the flow is
along the primary direction, the x-direction. As the fluid ap-
proaches the obstacle, an induced pressure field develops and the
flow close to the obstacle no longer remains one-dimensional. We
find that the flow separation from the channel wall does not occur
when the EDL is thin (strong solution), whereas, small zones of

recirculating eddy occur near the upstream and downstream cor-
ners of the obstacle when a weak solution (thick EDL) is consid-
ered. It may be noted that for a pressure driven flow, flow sepa-
rates from the channel wall at any value of Reynolds number. The
adverse pressure gradient close to the obstacle induces a flow
separation. The mechanism of the EOF is different from that of a
pressure driven flow. The electrical body force in the
X-momentum equation, i.e., the source term

v

supplies extra momentum to overcome the induced adverse pres-
sure gradient and hence no flow separation is found. When we
consider the flow due to a weak solution (Fig. 9()), the electrical
body force is not strong enough to overcome the momentum loss
near the obstacle; thus, the adverse pressure gradient induces a
small zone of recirculating fluid both upstream and downstream of
the obstacle. It is clear from the streamline patterns that a strong

B

p)
£2¢ Z(g—f)

A ox

0.01214

-0.0005

-0.00029
-7.89E-05:

(b)

Fig. 9 Streamlines close to the block when the channel height is h=60 nm with block having overpo-
tential ¢,=0.2 on the upper face. (a) Strong electrolyte g°=0.00276(Na*=0.154M), 1°=0.00252(Cl-
=0.141M). (b) Weak electrolyte g°=0.0000276(Na*=0.00154M), °=0.0000252(CIl-=0.00141M).
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10 Distribution of pressure and transverse velocity along the x-axis, at different y, when h

=60 nm, g°=0.00276(Na*=0.154M), °=0.00252(Cl-=0.141M), and ¢p=0.2. (a) Pressure and (b) trans-

verse velocity.

vortex sets in above the obstacle. The streamlines follow a linear
path as we move away from the obstacle and follow a tortuous
path above the block. Fluid flow is enhanced above the vortex.
The pressure distribution along the central line is presented in
Fig. 10(a), for the case of a strong solution. This clearly shows
that a large pressure drop occurs in the region above the patch.
The favorable pressure gradient (Fig. 10(a)) which develops out-
side the vortex formed adjacent to the patch, induces an accelera-
tion in fluid velocity. The pressure remains constant thereafter.
The vertical velocity distribution above the upper face of the
obstacle is presented in Fig. 10(b), at different heights from the
obstacle. The vertical velocity diminishes with the increase in dis-
tance from the obstacle. The distribution of v within the vortex
suggests that the vortex above the patch resembles a Lamb vortex.
For strong electrolytes, the EDLs are thin and the variation in
potential in the core is almost zero in the flow direction. The
dimensionless bulk velocity is constant in the region far upstream
and downstream of the obstacle and is 0.045 when the channel
height is 20 nm with A=0.762. Hence, the streamwise velocity of
the cations in the bulk is constant and its nondimensional value
Ugation=2-09. Thus, the fluid velocity in the core is small compared
with the movements of species (cation). The dimensionless
streamwise velocity of anions in the bulk is u,,;,,=—2.09, so the
anions move in opposite direction to the cations and the bulk flow.
At a channel height of 60 nm, the dimensionless bulk velocity is

0.05, which yields uqy0,=2.16 and u,p;,=—2.16. It may be noted
that for the case of weak electrolytes, the bulk flow is not con-
stant.

4.2 Vortex Strength. The circulation of vortex is obtained by
integrating the vorticity in the vortical region, i.e., I'=[[pwdxdy.
The vorticity w is scaled by €,¢yE,/ uh and is obtained as

Jdv  Jdu
= 61— _—
dx dy

Figure 11(a) presents the variation in circulation with channel
height at an overpotential 0.2 of the patch. The magnitude of
circulation increases with the increase in channel height in the
range of & considered here. The increment in magnitude of circu-
lation is 21% when the channel height varies from 20 nm to 60
nm. Increase in /4 leads to an increment in bulk velocity, which in
turn results into an increment in circulation. The effect of
{-potential on the circulation is presented in Fig. 11(b). Here, we
keep the wall value of the ionic species CI~ fixed at 0.141M and
Na* increases from 0.154M to 1.232M, so that the dimensionless
{-potential varies from —0.0441 to —1.0840. The overpotential of
the patch is kept constant, i.e., <f>p=0.2. In several situations, the
wall acquires more negative charge and thus attract more positive
ions. We find that the increase in {-potential produces a monotonic
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Fig. 11 Effect of channel height, {-potential, and overpotential of the patch on the circulation strength of the vortex. (a)

Na*=0.154M, CI-=0.141M (strong electrolyte), ¢,=0.2, and 20 nm=h=60 nm; (b) Cl-=0.141M and 0.154 M= Na*=1.232M,
$p=0.2, and h=20 nm; and (¢) Na*=0.154M, CI-=0.141M, and h=60 nm.
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Fig. 12 Results for streamlines for a strong electrolyte case at
the channel height 20 nm. The electrical field corresponds to
106 V/m. The overpotential ¢,=0.0.

increment in I, though the step-jump in {-potential is kept con-
stant (¢p=0.2). Fluid velocity increases with the increase in
J-potential and also induces stronger vortex adjacent to the patch.
Thus, both the mixing and transport of fluids can be enhanced
through the increment in {-potential, keeping the step-jump in
{-potential constant at a fixed value of channel height.

We find from Fig. 11(b) that a recirculation vortex appears
above the obstacle even when the {-potential along the patch is
negative, i.e., {,<<0, but -, <-{. It may be noted that in a
smooth channel, the patch potential should be of opposite sign in
order to induce a local vortex. In presence of an obstacle, an
adverse pressure gradient develops as fluids encounter the front
face of the obstacle. The momentum loss due to this adverse pres-
sure gradient along with the reduced electric body force in the
EDL over the upper face of the block leads to the formation of a
recirculation vortex. The separation and reattachment points are
fixed at the upstream and downstream corners of the block. The
local Reynolds number, based on the Helmholtz—Smoluchowski
velocity, increases with the rise of {, and hence the vortex strength
increases. We expect that the strength of the vortex must depend
on the block height as well as the patch overpotential. Figure
11(c) shows that the increase in patch overpotential produces a
monotonic increment in the vortex strength. Increase in ¢, in-
duces a higher pressure gradient and hence a stronger vortex.

4.3 Individual Effects of Wall Modulation. We now com-
pare the results due to the present configuration with the cases
where (a) a smooth channel with step-jump in {-potential is con-
sidered, and (b) channel of homogeneous {-potential with a single
roughness element. The presence of a single block with homoge-
neous wall potential (¢,=0) on EOF for =20 nm is shown in
Fig. 12. We find that the flow is two-dimensional but no vortex
appears above the obstacle. The maximum magnitude of v is
found to be 0.012, which is 57% less than the present case. Thus,
the mixing effect is not pronounced when the overpotential is set
to zero. A significant reduction in the average axial flow rate is
found in absence of the overpotential (¢p=0). The reduction in u
at =20 nm is estimated to be 40%. It may be noted that the
streamline patterns for the case-b, as shown in Fig. 12, are quali-
tatively similar to the streamlines presented in Chang and Yang
[30] for flow past a single block in a microchannel.

Vortex can be induced through the heterogeneity in wall
{-potential in a smooth channel. In this case, for a channel of
height #=20 nm with patch overpotential ¢,=0.2, the vortex
strength I'=0.025, which is 8% less compare with the present
configuration.

We find from the above discussions that the present configura-
tion produces a stronger vortex, thus the mixing efficiency is en-
hanced. Furthermore, as observed in Fig. 11(b), vortex could be
generated even if the upper face of the block has negative
{-potential. The vortex, which develops adjacent to the potential
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patch, is well organized and its strength can be regularized
through the adjustment of the patch overpotential at a fixed value
of the channel height.

4.4 Comparisons of N-P and P-B models. Near the surface
modulation, the EDL changes its form and thickness abruptly and
consequently the form of EOF is different. Due to this an induced
pressure gradient develops, which makes the convective transport
of ions non-negligible even for a microchannel. The Boltzmann
distribution of ions neglect the dynamic behavior, consequently
near a surface modulation the validity of the model based on the
Poisson-Boltzmann equation along with the Stokes equation for
fluid transport is questionable. We have compared the results
based on the present model (N-P model) with the model based on
the Boltzmann distribution of ions (P-B model). In the later case,
the induced electric potential is governed by the Poisson—
Boltzmann equation. In the P-B model, we have not neglected the
externally imposed electric field in evaluating the electric body
force. Thus, the difference in velocity profile determined by the
two models is possible only when there is a difference in normal
component of electric body force.

In Fig. 3, we compare the result for axial velocity due to N-P
and P-B models in homogeneous channel of height 0.8 um with
EDL thickness estimated to be 30 nm. The axial velocity profile
assumes a plug-like form for those parameter values. We find that
both the N-P model and P-B model yield an identical result.

In Fig. 5, we find that the ionic distribution obtained by the N-P
model deviates from the Boltzmann distribution near a step-jump
in {-potential for microchannel with thick EDLs (weak electro-
lyte). The velocity profile (see Ref. [20]) shows a parabolic shape
in this region. The comparison of solution for u, as presented in
Fig. 6, established the fact that the P-B model differs from the N-P
model in a heterogeneous microchannel. The maximum u above
the patch is 0.0033 m/s with N=320 nm, ¢,=-2.853, and E| is
10* V/m. Away from the potential patch both the models are in
good agreement. It may be noted that the N-P and P-B models
differ in a heterogeneous microchannel for thick EDLs, but both
the models yield similar results when a strong electrolyte (thin
EDL) is considered. The EDL thickness above the patch for these
parameter values is estimated to be 25 nm for thin EDL and 250
nm for thick EDL and the flow field is considered at electric field
40 V/m with ¢,=1.0.

From the above results for microchannel, we find that the ions
obey the equilibrium Boltzmann distribution away from the sur-
face potential heterogeneity. The u-profile assumes a plug-like
shape away from the surface potential heterogeneity. We observe a
discrepancy in the P-B model from the N-P model in a heteroge-
neous microchannel with thick EDL. This difference of the P-B
model from the exact N-P model grows with the increase in EDL
thickness and the overpotential of the patch as well as strong
external electric field and {-potential.

We now compare the validity of Poisson-Boltzmann model in
nanosized channel with thin EDL. The comparisons of result for
axial velocity profile at various sections of the channel is pre-
sented in Fig. 13. The wall values of the ionic species correspond
to the strong solution, i.e., Na*=0.154M and Cl"=0.141M, lead-
ing to the EDL thickness estimated to be 0.8 nm along the homo-
geneous part of the channel. The nondimensional overpotential on
the upper face of the obstacle is considered to be ¢,=0.2, so the
EDL thickness along the patch is estimated to be A=0.78 nm. The
applied electric field is taken to be 10° V/m and the channel
height is 20 nm. The maximum axial flow rate above the block is
0.002 m/s. Here, the EDLs are not overlapping and the flow out-
side the EDLs in the region far upstream and downstream of the
patch is constant. We find a significant difference in solutions
between the two models in the region above the block with maxi-
mum percentage difference in u is 39.13%. It may be noted that
the trend of the solutions obtained by both the models are similar.
We expect that the solutions of N-P and P-B models will differ
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Fig. 13 Comparison of the results for axial velocity at different
sections of the channel above the obstacle obtained by the
present model (N-P) and Poisson—Boltzmann model (P-B) at h
=20 nm with ¢,=0.2. The species concentration at the wall are
Na*=0.154M and CI-=0.141M (strong electrolyte) with imposed
electric field 106 V/m.

when a overlap of EDL occurs and convection effect is stronger.
Higher external electric field leads to stronger EOF. In the N-P
model, direct impact of external electric field on the ionic distri-
bution is considered and thus the dependence of EDL on external
electric field is reflected.

5 Summary

We consider a new form of surface modulation involving geo-
metric and surface potential heterogeneity, which causes a stron-
ger convection effect. Here the EDLs are considered to be close.
The imbalance in charge distribution along the EDLs leads to a
formation of vortex adjacent to the potential patch. Presence of
the surface mounted block induces a pressure gradient. A linear
pressure drop along the centerline above the obstacle is observed,
which induces acceleration in fluid flow. Flow merges to the fully
developed EOF as we move upstream or downstream of the ob-
stacle.

The circulation strength of the vortex formed above the patch
increases linearly with the increase in {-potential. At a given value
of the overpotential of the potential patch, increase in {-potential
enhances both the fluid transport rate as well as the circulation
strength. The circulation strength also increases linearly with the
increase in channel height and overpotential of the patch.

Our result shows that the geometric modulation of the channel
wall alone has much less impact on mixing efficiency compare
with the effect due to modulation of the wall potential. However,
the present configuration produces enhanced recirculation. Be-
sides, vortex occurs even for the case where the patch potential is
negative.

We have compared our results based on the N-P model with the
results obtained by considering the Poisson—Boltzmann model for
various values of the channel height, {-potential and external elec-
tric field. The ionic distribution in EDL on the surface modulation
is greatly effected by convection, which leads to a difference in
the P-B model from the exact N-P model near a surface modula-
tion. This difference grows with the increase in EOF velocity.
Thus the difference between the two models grow with the stron-
ger external electric field and increase in ¢,.

The present study shows that through surface modulation, the
flow separation and vortex formation can be initiated within a
nanochannel even at Reynolds number of the order of 0.02. The

041103-10 / Vol. 132, APRIL 2010

formation of vortical flow is an important aspect in developing
electrokinetically driven micromixers. The configuration consid-
ered here may also provide a simple model of some type of fab-
rication flaw.
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1 Introduction

The fouling of heat transfer surfaces in kraft recovery boilers is
a significant concern for the pulp and paper industry. The usual
approach to controlling fouling is the use of so-called “sootblow-
ers” that utilize boiler steam to generate supersonic steam jets that
are literally used to knock deposits off of boiler tubes. The high
energy cost of operating sootblowers requires that they be run as
efficiently as possible. Optimizing the performance of these jets is
essential, and numerical simulation is an appropriate tool for this
purpose.

Sootblower nozzles are nominally designed to expand steam to
ambient pressure at the nozzle exit, but in practice, sootblower jets
never perform at exactly the design condition, and so the jet pres-
sure at the nozzle exit P, is never exactly the ambient pressure P,
inside the boiler. When the exit pressure ratio P,/ P, > 1, a multi-
cell shock structure forms, which consists of shock and expansion
waves through which the jet pressure drops to the ambient value.
Under-expanded free jets involve simple flow geometries yet very
complicated phenomena because of these shock waves and be-
cause the shock cells decay with distance from the nozzle exit due
to an interaction with turbulence (see Fig. 1). The flow structure of
an under-expanded jet can be considered to consist of near and far
field areas. The near field includes the first few shock cells from
the nozzle exit; this is an almost inviscid shock structure, where
turbulent effects are insignificant. In the far field, further down-
stream, turbulent mixing reaches the jet centerline and so engulfs
the whole flow field. At low exit pressure ratios (1 <P,/P..<2),
the multicell shock structure consists of several oblique shock
waves; when P,/ P.>2, the first few shock cells contain normal
shock waves, known as Mach disks [1].

Under-expanded jets have been the subject of many numerical
studies. Because of the complex nature of the flow structure, it is
a challenge to numerically simulate such jets, and so nearly all of
the numerical literature is of 2D axisymmetric simulations. 3D
simulations of under-expanded jets are extremely expensive, be-
cause of the fine computational mesh required to capture the
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Application of Realizability and
Shock Unsteadiness to k-<
Simulations of Under-Expanded
Axisymmetric Supersonic Free

An explicit cell-centered finite volume solver coupled to a k —¢e turbulence model cor-
rected for structural compressibility fails to satisfactorily predict the behavior of under-
expanded supersonic jets exhausting into still air, because the model does not properly
account for the turbulence/shock wave interaction. Two approaches are examined: im-
posing a realizability constraint and taking into account shock unsteadiness effects. Al-
though both corrections yield better agreement with experimental data of under-expanded
jets, the realizability constraint yields better results than the shock unsteadiness
correction. [DOI: 10.1115/1.4001341]

shock wave phenomena. Some researchers have simplified the
simulations by assuming the supersonic region inviscid [1-4], and
obtained satisfactory predictions of available experimental mea-
surements. Others have used various modified k—¢& turbulence
models to simulate both mildly and highly under-expanded jets
[5-7]; in all of these cases, the best agreement with experiment
was obtained by considering dilatational compressibility effects
(related to the extra dilatational terms that appear in the compress-
ible turbulence kinetic energy k equation), as proposed by Sarkar
et al. [8]. Yet, as pointed out by Wilcox [9], the model of Sarkar is
based on early direct numerical simulation (DNS) results and is
not universally accepted. In fact, the effects of the dilatational
compressibility are thought to be negligible compared with the
structural compressibility (related to the change in the structure of
the k distribution) [9,10]; the model of Sarkar et al. overestimates
these effects. This was further confirmed by applying Sarkar’s
model to simulate the fully expanded supersonic jet of Tandra
[11]: the model underpredicted the eddy viscosity and yielded
rather poor agreement with the measurements.

The present work focuses on the simulation of an under-
expanded supersonic air jet exhausting into still air, and compares
the results to some available experimental data. All the results are
computed using CFDLIB 3.02, a computational fluid dynamics code
developed at the Los Alamos National Laboratory. As will be
shown, a k—e turbulence model that has been corrected for struc-
tural compressibility fails to satisfactorily predict the behavior of
under-expanded jets. This failure comes as no surprise, as it is
known that two-equation turbulence models predict a spuriously
large growth of the turbulent kinetic energy, and thus eddy viscos-
ity, near stagnation points [12], shock waves [13], massive sepa-
rations, and generally anywhere in a flow field that experiences
large strain rates [14]. Under-expanded jets are largely character-
ized by the shock/turbulence interaction, and so further correc-
tions are required to take this phenomenon into account. In the
present work, the problem is addressed by applying two different
corrections in conjunction with the structural compressibility cor-
rection: imposing a realizability constraint and accounting for
shock unsteadiness. It is demonstrated that both of these changes
yield much improved predictions of the available experimental
data. Both of these corrections have been successfully used for
rather simple flows that involve shock waves (e.g., Refs. [15,16]);
the present work seems to be the first attempt to apply these to
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Fig. 1 The decaying shock-cell structure: flow visualization of
an under-expanded jet with an exit Mach number of 2.53 and
P./P,.=3.12

under-expanded jets, where the shock wave phenomena are com-
plex.

The structure of this paper is as follows. The numerical method
and turbulence model are presented in Sec. 2, with an emphasis on
the aspects of interest. The results are presented and discussed in
Sec. 3. Conclusions are presented in Sec. 4.

2 Methodology

2.1 Governing Equations. To calculate the motion of a com-
pressible flow, the Favre averaged equations of conservation of
mass (Eq. (1)), momentum (Eq. (2)), and energy (Eq. (3)) must be

solved, along with an equation of state p= ﬁRT

di;

E: h— 1
= (1)

. ap dt; 9Ty
iy == S04 oy ST @)

&xi l;.xj é’x]
s api; + Jitit; + g% B 19(511,5‘" CIT!') +pe 3)

dx; 9x; ’ﬁxj dx;

where p is the density; v is the specific volume; u; is the velocity
vector; x; is the coordinate vector; p is the pressure; ti is the
molecular stress tensor; 7; is the Reynolds stress tensor; E is the
specific total energy (which contains k); ¢;; and g7; are the lami-
nar and turbulent heat flux vectors, respectively; € is the turbu-

lence dissipation rate; 7 is the temperature; and “,” “,” and “
represent the Reynolds average, Favre average, and Lagrangian
derivative, respectively.

These equations were solved using a finite volume, explicit,
cell-centered, total variation diminishing (TVD) method that uti-
lizes an arbitrary Lagrangian—Eulerian (ALE) time split operator
for advancing the averaged flow variables. The reader may refer to
Ref. [17] for details.

2.2 Turbulence Model. The turbulence model is the standard
k—¢e model, with modifications applied to account for the effects
of structural compressibility, realizability, and shock unsteadiness.
The equation for the turbulence kinetic energy k for a compress-
ible flow is [9]

. au; Jd | _ vr\ dk
pk=1;——-pe+—|p|\v+—|— 4)
J
dx; dx; 0}/ 0x;

and the equation for € is postulated as

— e du; c &2 9 _( VT) de )
e=Cy—7 T — —+—|plv+— | —
P Tk l’&xj 2P k  dx; P 0,/ dx;

where C, =144, C;»,=1.92, 0;,=1.0, and o,=1.3 are constant clo-
sure coefficients, and as the kinematic eddy viscosity vy
=CM(k2/ ), C,, is an additional closure coefficient. The value of
C,, is calculated locally to account for the effects of structural
compressibility, as will be discussed in Sec. 2.2.1.
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2.2.1 Compressibility Effects. Compressibility effects may be
categorized into two groups: those related to the change in the
structure of the turbulence kinetic energy distribution and those
related to the extra dilatational terms that appear in the compress-
ible turbulence kinetic energy equation. DNS research has shown
that the effects of the dilatational compressibility are usually neg-
ligible compared with the structural effects [9,10].

DNS results [18] show that in a compressible turbulent shear
layer the spatial distribution of k varies tremendously: the stream-
wise component of k increases with the compressibility level [10],
which Sarkar [18] suggested can be characterized by the gradient
Mach number M. Based on DNS results of an initially homoge-
neous compressible shear flow, Sarkar suggested

M, =-5£ (6)

where S,=dU,/dx, is the mean shear rate; U; and x, are the
streamwise mean velocity and shear direction coordinate, respec-
tively; [, is the correlation length of the streamwise fluctuating
velocities in the shear direction; and a is the local sound speed.
The greater the gradient Mach number, the stronger the compress-
ibility. DNS results of Sarkar also suggest that the normal and
shear Reynolds stresses vary exponentially with the gradient
Mach number, implying that the streamwise normal Reynolds
stress increases with the gradient Mach number, while the normal
Reynolds stresses in other directions and the shear Reynolds
stresses decrease. As a result, the eddy viscosity decreases as the
gradient Mach number increases. Using these relations, Heinz
[10] suggested that

C,=0.07 exp(- 0.4M,) (7)

Tandra et al. [19] further generalized this model by suggesting that
the mean shear rate be calculated as

S, = V2|:§ij§ji - %gkkgll] (8)

in which :S:,-j is the local mean shear rate, and that lg be calculated
in a way similar to the characteristic length scale used in Prandtl’s
one-equation turbulence model [9]

l,= CD? )

where Cp is a closure coefficient usually considered to be 0.09.
The k—e& model in CFDLIB, corrected for structural compress-
ibility as per Tandra et al. [19], has been validated against a wide
range of available data corresponding to properly expanded (and
therefore, shock wave free) high speed jet flows [11,20-25]; the
simulations successfully predicted all of the examined cases.

2.2.2  Realizability Constraint. The compressibility-corrected
turbulence model was improved by imposing a realizability con-
straint. This section presents the constraints proposed by Durbin
[12] and Thivet et al. [26].

Durbin [12] suggested suppressing the eddy viscosity as fol-
lows. Since k:%u}:uz, one should have (for each i=1,2,3)

0=u”=<2k

i

(10)

WZ 0 (energy positivity) is more restrictive than u;'zs 2k, in that
the second follows if the first is met (for a proof, see Ref. [12]).
Durbin showed that energy positivity is satisfied if

1 k

= (1
V6 Sp

VTS

where Sp= V§ij§ i is a measure of the shear rate for an incom-
pressible flow. When used for compressible flow, Sp must be re-

defined as
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To satisty realizability, the eddy viscosity should then be calcu-
lated as

(12)

. K 7k
vy =min C’u—,7—
e \6Sp

where # is an empirical constant less than one, which is used to
obtain agreement with experimental data [12]. In this work, Eq.
(13) is referred to as Durbin’s realizability constraint.

Thivet et al. [26] proposed an alternative constraint on eddy
viscosity. They argued, based on experimental data, that the

(13)

Boussinesq approximation 7'ij=2;3vr(§ij—%gkkﬁij)—iﬁk@j is
highly unrealistic in the presence of an adverse pressure gradient
(e.g., across a shock wave). Under such conditions, the Reynolds
stress is not proportional to the strain rate, but to the turbulence
kinetic energy, such that

7= C)*pk (14)
where C2=0.09 is the value of C, in the standard k—& model.
Thivet et al. suggested that the simplest way to reconcile the
Boussinesq approximation with Eq. (14) in a reference frame-
independent expression was to constraint the coefficient C,, to
min(C?, CO#” %k/Spe). For a k—e& turbulence model, this leads to

2 O g
vp= min(Cﬁ—,—”——

€ \E Sp

(15)

In the present work, because this constraint is used in conjunction
with the compressibility correction, CZ is replaced by C,, (calcu-
lated by Eq. (7)), and so

K C?k
vp= min(C#—,—”——

16
e s, (16)

In this paper, Eq. (16) is referred to as Thivet’s realizability
constraint.

As Thivet [27] pointed out more recently, although the Durbin
and Thivet constraints are based on different approaches, they
have similar forms, as can be seen from Egs. (13) and (16). The
two constraints become identical when 7=(3C,)"% To fairly
compare the results using the Durbin and Thivet realizability con-

straints, we set the value of the constant 7 to (36/)1/ 2, where E‘H
is an average value of C,, calculated as

M

g,max

— 1
C,(M)dM,

C,= 17
“T My~ M (17

g,max g.minJ s

g.min

My min and M, 1, are the minimum and maximum values, respec-
tively, of M, calculated by Thivet’s realizability constraint.

Finally, note that both constraints yield discontinuous values of
eddy viscosity and therefore of Reynolds stress in the flow. These
discontinuities occur across a shock wave (i.e., different values of
eddy viscosity upstream and downstream of a shock) and are
physically realistic, as the theoretical work of Zank et al. [28]
confirms a jump in turbulence across a normal shock wave. As
well, by comparing DNS results of isotropic turbulence across a
normal shock wave with the results obtained from a k—& model,
Sinha et al. [13] concluded that the Durbin and Thivet constraints
improve the prediction of the turbulence kinetic energy, and cor-
rectly reduce eddy viscosity.

2.2.3  Effect of Shock Unsteadiness. Shock unsteadiness plays
an important role in the interaction of turbulence with shock
waves [13], by increasing the mean shock thickness. The unsteady
motion can be correlated with turbulence fluctuations [29], which
disturb and distort the shock wave front [28,30]. Specifically in

Journal of Fluids Engineering

under-expanded jets, shock unsteadiness has been observed ex-
perimentally (e.g., Refs. [31,32]).

Sinha et al. [13] suggested that overprediction of the turbulence
production in the presence of shock waves is due to the fact that
the effect of shock unsteadiness is not taken into account in tur-
bulence models. They proposed a modification to the k—& model
to account for unsteadiness of a normal shock wave in an isotropic
homogeneous uniform turbulent flow. More recently, Sinha et al.
[16] extended this model and proposed a more general correction
for flows with additional mean gradients. The turbulence produc-
tion term Py= 7;;(dit;/ ox j) can be written as

Py= ﬁVT(zgijgji - %Ekkgll) - %ﬁkgkk (18)
They suggested replacing v in Eq. (18) with C;LVT, where
1 bje
=1-f|1+—= (19)
g [ V6 C;J«SJ
where
11 5,
fi==- —tanh(S e 3) (20)
22 V2S),

with S, defined by Eq. (12), and b} is a function of the local Mach
number M

b} =max(0,0.4(1 — e'~)) (21)

Equation (20) defines f; as close to one in high compressibility
regions and close to zero elsewhere. Here, this correction is re-
ferred to as the Sinha-2005 correction. The performance of this
model is also evaluated in this paper.

3 Results and Discussion

This section is divided into three parts. The failure of the
compressibility-corrected k—e& turbulence model to simulate
under-expanded jets is demonstrated in the first part. The effects
of the turbulence model corrections are then evaluated in the sec-
ond part, by comparing results to the measurements of the under-
expanded air jet of Seiner and co-worker [33-35]. Finally, the
corrected turbulence models are used to predict some other avail-
able data.

The simulations were run on a Pentium 4 workstation with a 3.0
GHz dual core CPU. Various simulations were performed on com-
putational domains of different sizes, and using different meshes,
to determine the domain and mesh sizes required to yield nearly
independent results. All simulations were run in a 2D axisymmet-
ric coordinate system. As mentioned in Sec. 1, 3D simulations of
under-expanded jets are extremely expensive, because of the fine
computational mesh required to capture the shock and expansion
waves, and so cannot be carried out without access to very large
computing resources. But given the nature of RANS simulations,
a 3D calculation is unlikely to provide any mean flow information
beyond that of a 2D axisymmetric simulation. This was confirmed
by 2D and 3D simulations of the fully expanded supersonic jet of
Tandra [11], for which the type of boundary conditions and the
domain size were similar to those of the simulations presented
here. As that flow did not contain shock waves, 2D and 3D simu-
lations could be run on much coarser meshes. The 2D axisymmet-
ric and 3D results were nearly indistinguishable.

3.1 Failure of the Compressibility-Corrected Turbulence
Model. The compressibility-corrected model was applied to pre-
dict the measurements of Seiner and co-worker [33-35] of an
under-expanded air jet (P,/P,=1.45 and an exit Mach number of
2.0); these data sets are frequently used to assess numerical mod-
els. The ambient pressure was specified as the boundary condition
far from the jet centerline. The inlet boundary conditions (veloc-
ity, density, and temperature) at the nozzle exit were calculated
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Fig. 2 Normalized pressure (top) and Mach number (bottom)
along the centerline of an under-expanded jet, as a function of
mesh size, calculated by the compressibility-corrected model

based on the value of P,/P.. Top-hat (uniform) profiles were
specified at the inlet, as other profiles (with the same momentum)
are unlikely to yield a significantly different jet mean flow [36].

Figure 2 presents normalized centerline pressure (top) and cen-
terline Mach number (bottom) versus axial distance from the
nozzle exit, calculated on various computational meshes, com-
pared with the experimental data. All the meshes were uniform
and the mesh size ranged from A=D/10 to A=D/40, where D is
the nozzle exit diameter. At mesh sizes of D/30-D/40 the solution
is nearly independent of the computational mesh. This is in accord
with Fairweather and Ranson [7], who obtained a mesh indepen-
dent solution of an under-expanded jet at A=D/32. The slight
difference between the wave amplitudes calculated at A=D/30
and D/40 is due to numerical diffusion that could be further re-
duced by calculating even finer results, but as the D/40 simulation
ran about 240 h, such simulations were not run. Returning to Fig.
2, however, and especially the Mach number results, it should be
clear that the predicted decay of the jet downstream of the first
few shock cells must be due to something other than numerical
diffusion, as will be demonstrated in Sec. 3.2 by considering cor-
rections to the turbulence model.

All subsequent results presented in this paper were calculated at
D/40. The simulations were run on a computational domain of
20D by 5D in the axial and radial directions, respectively; extend-
ing the domain size to 30D by 15D did not change the results.

3.2 Effects of the Turbulence Model Corrections. To exam-
ine the role of the turbulence model, two realizability constraints
and a shock unsteadiness model were each incorporated into the
structural compressibility-corrected k—& model.
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Fig. 3 Calculations of normalized pressure (top) and Mach
number (bottom) with Thivet and Durbin realizability
constraints

Figure 3 shows pressure (top) and Mach number (bottom) when
the Thivet and Durbin realizability constraints were imposed. The
amplitudes of the first few shock cells calculated by either of the
two realizability constraints vary little from the compressibility-
corrected model, but the results in the far field are clearly better,
as the overprediction of the eddy viscosity has been eliminated.
Note, too, that the two realizability constraints yield almost iden-
tical results. This is no surprise, because the value of the coeffi-
cient 7 in Durbin’s constraint was set to (3C M)”2=O.4368, where

C, is the average C,, calculated from the results using Thivet’s
constraint, calculated via Eq. (17). Using a value of 7=0.5, as
proposed by Thivet et al. [15] for boundary layer/shock wave
interactions, yielded results which were not as accurate in the far
field; setting 7 to 1 yielded very similar results to the
compressibility-corrected model alone. Finally, the fact that the
two realizability constraints yield nearly identical results indicates
that the C, variations in Thivet’s constraint (Eq. (16)) do not
significantly affect the computations. For the remainder of this
paper we present results using Thivet’s constraint, although these
results are nearly identical to those obtained by Durbin’s
constraint.

Returning to Fig. 3, the wave amplitudes are expected to de-
crease monotonically with distance from the nozzle exit, as can be
observed from the experimental data, because of the dissipation
that results from the turbulent mixing of the flow field. This is not
properly captured by the model with either of the realizability
constraints, perhaps because these constraints lead to underpredic-
tion of the eddy viscosity in the vicinity of shock waves. How-
ever, the overall agreement with the measurements is fairly rea-
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Fig. 4 Calculations of normalized pressure (top) and Mach
number (bottom) with the Sinha-2005 shock unsteadiness
correction

sonable, and much improved over the results without a constraint.

Turning to shock unsteadiness, Fig. 4 illustrates that the Sinha-
2005 correction also improves the model predictions significantly,
by eliminating the overdamping in the far field. Overall, however,
the improvement is not as good as that offered by the realizability
constraints, especially when considering the Mach number.

The Mach number contours calculated by the compressibility-
corrected model, by Thivet’s constraint, and by the Sinha-2005
correction, are presented in Fig. 5. As can also be seen from the
corresponding plots of the centerline pressure (Figs. 2-4), the
compressibility-corrected solution is too diffusive, and so the far
field shock cells are damped, while both Thivet’s realizability con-
straint and the Sinha-2005 correction result in less diffusive solu-
tions that preserve the shock-cell structure further downstream.
Note, too, that Fig. 5 reinforces that both corrections, but espe-
cially Thivet’s constraint, yield nonmonotonic results, especially
around the fifth shock cell (x/D = 12), which is more intense than
the one immediately upstream.

These results can be better understood by examining the eddy
viscosity calculated by each model. Figure 6 (top) shows the dis-
tribution of the eddy viscosity along the jet centerline, calculated
using the compressibility-corrected model, Thivet’s realizability
constraint, and the Sinha-2005 correction. The eddy viscosity cal-
culated by the three models is rather small in the near field, up to
x/D=14. Figure 6 (bottom) presents a close-up of the eddy vis-
cosity in the near field, at a very different scale. Comparing Fig. 6
(bottom) with Fig. 3 (top) and Fig. 4 (top) shows that the eddy
viscosity along the jet centerline increases when the pressure in-
creases (i.e., across a shock wave) and decreases as the pressure
drops across the expansion waves. This agrees with the analytical
work of Zank et al. [28], which indicates that turbulence is en-
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Fig. 5 Mach number contours corresponding (from top to bot-
tom) to calculations with the compressibility-corrected model,
Thivet’s realizability constraint, and the Sinha-2005 correction

hanced across a shock wave, and then decays downstream of the
shock. Note, too, that the oscillations of the eddy viscosity calcu-
lated by Thivet’s realizability constraint are not damped mono-
tonically, especially between x/D = 10 and 14, which explains the
nonmonotonic behavior observed in Fig. 3. Turning back to Fig. 6
(top), the compressibility-corrected model predicts a dramatic in-
crease in the eddy viscosity at x/D =14, which results in the
overdamping of the solution, and so eliminates the shock cells
beyond x/D =14 (see Fig. 2). The Sinha-2005 correction reduces
the far field eddy viscosity, but fails to capture the oscillations.
Only the realizability constraint reduces the eddy viscosity and
captures the oscillating behavior in the far field, which may ex-
plain why the realizability constraint yields the most accurate re-
sults.

3.3 Comparisons With Other Experimental Data. The cor-
rected turbulence models (with Thivet’s realizability constraint
and the Sinha-2005 shock unsteadiness correction) were used to
predict some other available measurements. Figure 7 shows a
comparison of the results calculated by Thivet’s constraint and the
Sinha-2005 correction with the data of Norum and Seiner [35] for
an under-expanded jet similar to that of Seiner and Norum [34];
the plot illustrates the axial pressure distribution at r/D=0.25,
where r is the radial coordinate. Similar to Figs. 3 and 4, both
modified turbulence models improve the prediction noticeably
compared with the compressibility-corrected model. But again,
Thivet’s constraint yields better agreement with the data than the
Sinha-2005 correction.

A simulation was also run to demonstrate that the corrections
do not affect the results much when the uncorrected model pre-
dicts the measurements reasonably well. The model with Thivet’s
constraint was used to simulate the measurements of Panda and
Seasholtz [32] for the normalized density distribution along the
centerline of a strongly under-expanded jet, as shown in Fig. 8. In
this case, P,/P.=3.0 and M,=1.0. The agreement with the ex-
perimental data is reasonably good, especially near the exit, and
the corrections to the turbulence model do not significantly affect
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Fig. 6 Distribution of the eddy viscosity along the jet center-
line, calculated with the compressibility-corrected model, Thiv-
et’s realizability constraint, and the Sinha-2005 correction

the results, because this set of data is limited to the near field
region, while the turbulence model corrections affect primarily the
far field region of the jet. The Sinha-2005 correction yielded a
similar result, and so the corresponding figure is not presented
here.

4 Conclusion

The simulation of under-expanded jets was examined account-
ing for the turbulence/shock wave interaction, by adding realiz-

241 — Thivet's Realizability 1
2.2 = =1 Sinha-2005 Shock Unsteadiness |

ol = = = Compressibility—Corrected |
18l O Norum and Seiner [1982]

P/P

Fig. 7 Calculation of the under-expanded jet of Norum and
Seiner [35] with Thivet’s realizability constraint, and the Sinha-
2005 correction, r/D=0.25
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Fig. 8 Calculations of the under-expanded jet of Panda and

Seasholtz [32] with Thivet’s realizability constraint

ability constraints and a shock unsteadiness correction to a
compressibility-corrected k—¢ turbulence model. Both approaches
yielded much more accurate far field predictions, but the results
indicate that a realizability constraint is required for simulation of
an under-expanded jet, as the results are better than those obtained
using the shock unsteadiness correction. The two realizability con-
straints, which were used, the Durbin and the Thivet constraints,
yielded nearly identical results when the constant 7 in Durbin’s
model was set to a value calculated using the average C,, from
Thivet’s results. This indicates that the C,, variations in Thivet’s
constraint do not significantly affect the calculations. Investigation
of the calculated eddy viscosities indicates that both the realizabil-
ity constraint and shock unsteadiness correction suppress the over-
prediction of eddy viscosity in the far field, but only the realiz-
ability constraints predict an oscillating eddy viscosity in the far
field, which may explain the better performance.
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Analysis of Unsteady Confined
Viscous Flows With Variable
Inflow Velocity and Oscillating
Walls

The inflow velocities in various components of many engineering systems often display
variations in time (fluctuations) during the operation cycle, which may substantially
affect the flow-induced vibrations and instabilities of these systems. For this reason, the
aeroelasticity study of these systems should include the effect of the inflow velocity varia-
tions, which until now has not been taken into account. This paper presents a fluid-
dynamic analysis of the unsteady confined viscous flows generated by the variations in
time of the inflow velocities and by oscillating walls, which is required for the study of
Sflow-induced vibration and instability of various engineering systems. The time-accurate
solutions of the Navier-Stokes equations for these unsteady flows are obtained with a
finite-difference method using artificial compressibility on a stretched staggered grid,
which is a second-order method in space and time. A special decoupling procedure,
based on the utilization of the continuity equation, is used in conjunction with a factored
alternate direction scheme to substantially enhance the computational efficiency of the
method by reducing the problem to the solution of scalar tridiagonal systems of equa-
tions. This method is applied to obtain solutions for the benchmark unsteady confined
flow past a downstream-facing step, generated by harmonic variations in time of the
inflow velocity and by an oscillating wall, which display multiple flow separation regions
on the upper and lower walls. The influence of the Reynolds number and of the oscillation
[frequency and the amplitudes of the inflow velocity and oscillating wall on the formation
of the flow separation regions are thoroughly analyzed in this paper. It was found that for
certain values of the Reynolds number and oscillation frequency and amplitudes, the flow
separation at the upper wall is present only during a portion of the oscillatory cycle and
disappears for the rest of the cycle, and that for other values of these parameters sec-
ondary flow separations may also be formed. [DOI: 10.1115/1.4001184]
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oped by Mateescu et al. [6-9], Belanger et al. [10], Mateescu and
Venditti [11], and others, which were validated by experiments
(see Ref. [12]), or using spectral and hybrid-spectral formulations,
such as those developed by Mateescu et al. [13-16].

All the above mentioned studies considered the case when the
inflow velocities were constant in time. However, the inflow ve-
locities in various components of the engineering systems often
display variations in time (fluctuations), which may substantially
affect the flow-induced vibrations and instabilities of these sys-
tems. For this reason, there is a need to take also into account in
these studies the variation in time (fluctuations) of the inflow ve-
locity.

A first attempt to study the effect of the inflow velocity fluctua-
tions (but without considering the wall oscillations) was presented

1 Introduction

The steady and unsteady fluid-structure interaction problems
are present in numerous engineering fields such as in thermofluid
systems, pumps, nuclear reactors, gas and hydraulic turbines,
aeronautics, and other areas. This explains why the study of fluid-
structure interaction problems and flow-induced vibrations re-
ceived a topical interest worldwide. Thus, fluid-structure interac-
tion problems in axial and annular configurations and the
corresponding unsteady flows have been studied theoretically (us-
ing simplified models for idealized geometries) and experimen-
tally by, among others, Inada and Hayama [1,2], Mateescu and
Paidoussis [3], and Mateescu et al. [4,5].

The accurate analysis of fluid-structure interaction problems re-
quires the simultaneous solution of the equations of the unsteady
(or steady) flows and those of the deformation motion (often os-

cillatory) of the structure. As a result, the numerical methods of
solution for the unsteady flows have to be characterized by an
excellent computational efficiency, in addition to a very good ac-
curacy. This requirement is made even more difficult by the com-
plexity of the fluid flow problems, involving usually oscillating
boundaries and flow separation regions, which require solutions of
the Navier—Stokes equations capable to accurately capture these
separation regions. Several studies have been based on numerical
methods using finite-difference formulations, such as those devel-
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at an ASME Symposium on Flow-Induced Vibration by Mateescu
et al. [17].

Recently, with the development of the microelectromechanical
systems (MEMSs), a research interest has been developed for
steady and unsteady confined fluid flows at low Reynolds num-
bers. With a research interest in the confined fluid flow with heat
transfer in MEMS at low Reynolds numbers for cooling purpose,
Velasquez et al. [18] studied the effect of the forced flow pulsa-
tions on the laminar heat transfer enhancement behind a 2D
backward-facing step in a channel with fixed walls at Reynolds
numbers between 20 and 200. In this study, the numerical method
used a finite point formulation, in which the spatial derivatives are
computed by using a least-squares approximation in a cloud of
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points, with second-order Taylor polynomials as approximating
functions, and a Crank—Nicholson scheme for the integration in
pseudotime.

Gerber et al. [19] studied the unsteady response of a curved
backward-facing compliant step in a flow model related to the
aluminum continuous casting operation to a near-net shape. The
Reynolds numbers considered in this flow model were 536 and
1055, and the numerical method used a finite element/finite vol-
ume discretization with an arbitrary-Lagrangian—Eulerian (ALE)
approach.

A special research interest has also been devoted recently to the
aerodynamics of airfoils at low Reynolds numbers, with applica-
tions to the unmanned and micro-air vehicles (MAVs). Several
authors, such as Kunz and Kroo [20], found that many successful
aerodynamic codes developed for the normal range of the Rey-
nolds number are not well suited for low Reynolds numbers. Kunz
and Kroo [20] used in their computational study on airfoil flows at
low Reynolds numbers (between 1000 and 6000) the INS2D code
developed at NASA Ames based on an upwind finite differencing
scheme developed by Rogers and Kwak [21].

The aerodynamics of airfoils at low Reynolds numbers, be-
tween 400 and 6000, have also been studied by Mateescu and
Abdo [22] and Abdo and Mateescu [23] with a numerical method
based on a finite-difference formulation with artificial compress-
ibility, and using a domain decomposition with different coordi-
nate transformations for various domains.

The aim of this paper is to present time-accurate solutions of
the Navier—Stokes equations for the analysis of the unsteady vis-
cous flows in confined configurations generated by variations in
time of the inflow velocities and by oscillating walls. A special
interest is to study the effect of the inflow velocity variations in
the flow separations appearing in confined flows with oscillating
walls. No previous solutions were found by the authors for this
type of unsteady confined flows generated by variable inflow ve-
locities and oscillating walls. As an example, the numerical
method presented is applied to obtain solutions for the unsteady
flows with separation regions past the benchmark configuration
with a downstream-facing step, which is generated by harmonic
variations in time of the inflow velocity and by oscillating walls.

2 Problem Formulation

As an example of unsteady confined flows, consider the bench-
mark 2D flow past a downstream-facing step shown in Fig. 1,
which is defined by the downstream channel height H, the step
height Hh, and by the upstream and downstream channel lengths
Hly and HI,, respectively. This flow is referred to the Cartesian
coordinates Hx and Hy centered at the step corner, where x and y
are the nondimensional coordinates (with respect to H).

At the channel inlet (Hx=-HI;), there is a fully developed
laminar flow defined by the axial velocity U(y,f), which is vari-
able in time according to the equation

U(y,1) = Uy(1 —a sin wn)6y(1 —h—y)/(1 = h)?, (1)

where 1=Uyt"/H and w=w"HU, represent the nondimensional
time and the reduced frequency of oscillations (w*=2m7f is the
radian frequency of the oscillations), a is the nondimensional am-
plitude of the inflow velocity oscillations, and Uy(1—a sin wt) is
the mean inflow velocity at time ¢.

041105-2 / Vol. 132, APRIL 2010

Geometry of the flow past a downstream-facing step with an oscil-
lating wall

A portion of the lower wall of length HI, situated just behind
the downstream-facing step, is assumed to execute transverse 0s-
cillations defined by the following lower wall equation

Hlg(x,1) = h] for x e[0,/]
—Hh for x>1

2)

where g(x,7) is the oscillation mode defined as
e(t) = A cos(wt) (3)

in which A is the nondimensional amplitude of oscillations (non-
dimensionalized with respect to H).

The time-dependent Navier—Stokes and continuity equations for
unsteady incompressible flows can be expressed in nondimen-
sional conservation law form as

g(x,1) = e(r)sin(mx/l)  where

%+Q(V,p)=0, V-V=0 (4)

where V, which represents the dimensionless fluid velocity vector,
is nondimensionalized with respect to the time-average mean flow
velocity U, (that is, V=V*/U,), and Q(V,p), which includes the
convective derivative, pressure and viscous terms, are expressed
in two-dimensional Cartesian coordinates in the forms

V = {M’U}T’ Q(V’p) = {Qu(u’v’p)7QU(u’v7p)}T (5)
B ANuu)  d(vu) p L(@ @)
Qu(uv.p) = ox " ay * dx  Rel\ox? * ay? (©)
B d(uv) d(vv) p 1 @ @)
Q,(uv.p) = ox * dy * dy B Re( x> * &yz ™
V-V= u + i (8)
dx dy

in which Re=HU,)/ v represents the time-average mean Reynolds
number based on the downstream channel height, and u, v, and p
represent the dimensionless velocity components and pressure,
nondimensionalized with respect to U, and pUé, respectively
(where p and v are the fluid density and the kinematic viscosity).

No-slip boundary conditions are considered at the solid walls.
The inflow and outflow boundaries of the computational domain
are situated at distances Hl, and H/; upstream and downstream
from the step, respectively, with [,=2 and /;=30 in the present
computations. The inflow boundary condition is defined by Eq.
(1), and the outflow boundary conditions for the velocity compo-
nents are based on an extrapolation to second-order accuracy from
inside the computational domain. The outlet pressure is obtained
by integrating the normal momentum equation from the bottom
wall [11], and in the final solution the pressure is adjusted to zero
at the concave step corner.

3 Method of Solution

For a rigorous implementation of the boundary conditions on
the oscillating walls, the real fluid flow domain with moving
boundaries is transformed into a fixed computational domain by
the time-dependent coordinate transformation
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X=x, Y=flxy,0), t=t )
where f(x,y,?) is defined in terms of the oscillation mode, g(x,?),
in the form
y/(1=h) for x<0
1-h-y
fayn=y1-—— for 0<x<I (10)
1-g(x,1)
1-(1-h-y) for x>1

Thus, in the fixed computational domain (X,Y), the lower and
upper boundaries of the duct after the step (and also before the
step) are defined by the equations Y=0 and Y=1, respectively.

In this fixed computational domain, the Navier—Stokes and con-
tinuity equations can be expressed as

A"
= +G(V.p)=0. DV=0 (11)
where
V={uvy, G(V.p)={G,(uv.p).G,(uv.p)}  (12)
G.( )_&(uu) . @_‘_ A(uu) i d(vu) . ﬂ_'_ﬁ_p
O = e T Ty T gy Ty T ax
c Jap c Pu Pu (13)
+Cy—+Cs— +Co——
2oy T Cay? T Pavax
d(uv) FPu d(uv) d(vv) Jv
G (u,v,p) = +Ci—5+C +C———+C,—
o0.p) == T+ O + O T+ G+ Gy
+Ca—p+Cﬁ+C—a2v (14)
oy T oy Savax
du du Jdv
DV=—+Cy—+Cy— (15)
X aaY Y
in which
1 ) J
C=- =2 =Y (16)
Re ox dy
af 1 (Ff PFf 1| [{ar\* [of\?
C4=_—_ _2+_, C5=—_ - +\ N
dt  Re\dx” dy Re| \ ox ay
2 of
= —— 17
6 Re dx (17)

In the present approach, the momentum equation is discretized
in real time based on a second-order three-point-backward im-
plicit scheme:

(V790" = BV™ = 4V" + V' 1)/(2A1) (18)

where the superscripts n—1, n, and n+1 indicate three consecutive
time levels, and Ar=¢"!—¢"=¢"—¢""! represents the time step.
Thus, Eq. (11) can be expressed at the time level #**! in the form

V;Hl + aGnJrl — Fn’ Dvn+l =0 (19)

where a=2At/3, G"'=G(V™! p"1), and F'=(4V"-V"*1)/3.
An iterative pseudotime relaxation procedure with artificial
compressibility is then used in order to advance the solution of the
semidiscretized equations from the real time level #* to #"*! in the
form
VIdT+V + aG = F",

8(3pldT) + DV =0 (20)

where \7(7) and p(7) denote the pseudofunctions corresponding to
the variable velocity and pressure at pseudotime 7, between the
real time levels #* and #*!, and & represents an artificially added
compressibility.
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An implicit Euler scheme is then used to discretize equations
(20) between the pseudotime levels 7 and 7*'=7"+A7, and the
resulting equations are expressed in terms of the pseudotime
variations Au=i"*'—1i", Av=v"*'=5”, and Ap=p"*'-p?, in the
matrix form

[1+ aAr(Dy +D,)]Af= A7S (21)

where Af=[Au,Av,Ap]", a=2At/3, 1 is the identity matrix, and
where

d
M+— 0 — Yy
@ 0X p
Dy = 0 M 0 D, = 0 N+— C3—
X ) Y + 39y
1 0
- T 0 Cz (9 C3 0
addX —_—— ——
addY addY
(22)
F'— i - aG”
S=|F,-0"-aG, (23)
—(1/8)DV?

in which the differential operators M and N are defined as

" P
ug= "2 8 e
Pl aw” d P P
Ne=C, (Zy¢) + G (ZYd’) + c4a—‘;’ + csﬁ +Cos ;bx
(25)

The optimal value of the artificial compressibility, &, and the
size of the pseudotime step, A7, are determined, in a similar man-
ner to that used in Ref. [11], based on the characteristic propaga-
tion velocity in the axial direction, N, =ag++/(ag)*+a/ 5, in the
form

1 B CAx

=——, A7r= 26
2¢°AT 7 N, 26)

é

where ¢ is a representative velocity of the unsteady flow, Ax is an
average value of the mesh size, and C is the Courant—Friedrichs—
Levy number, for which a value between 30 and 40 is considered
in the present computations. The resulting values for & and A7 are
eventually optimized by numerical experimentation.

A factored alternate direction implicit (ADI) scheme is used to
separate Eq. (21) into two successive sweeps in the X and Y di-
rections, defined by the equations

[T+ aATD,]Af = A7S,

[T+ aATDy]Af = Af* (27)

where Af*=[Au*,Av*,Ap*]” is a convenient intermediate variable
vector.

These equations are further spatially discretized by central dif-
ferencing on a stretched staggered grid, in which the flow vari-
ables u, v, and p are defined at different positions, as shown in
Fig. 2. By using a staggered grid, this method avoids the odd-and-
even point decoupling while preserving the second-order accuracy
in space of the method. The grid stretching is defined by hyper-
bolic sine and tangent functions in the X and Y directions, in the
form

sinh(yi/l
X=X, + (X, - X, S,
sinh(7y)

APRIL 2010, Vol. 132 / 041105-3



Y ;11 — %y g1 ® Vij+1 B Vislji+1
Y/un_ ° Pi.]J‘+1D Uj-1,j+1 24 Dij+ =z Uij+1 ° pme Ui+1,j+1
T Oy ’7 %, —‘ Vi
px 14 o Ui1y Oy ° Pi+lj o Ui+
C
T %vy g1 ©vis © Vet
rih—o pi-Lj-lD Uiyl © Pij-1 o Uij.

o) o] (m]
-1, 5 Pi+lj17 Uil gl

| | [ | | |
X xy X X X, X

i i+l

Fig. 2 Staggered grid geometry

tanh(¢(2j — J)/2J)

2 tanh(7y/2)

where v is a convenient stretching parameter and where / and J
represent the number of grid points in the X and Y directions.

A special decoupling procedure [11], based on the utilization of
the continuity equation, is used for each sweep to eliminate the
pressure from the other equations. The following relations, which
are derived using Egs. (27), (22), and (23) from the continuity
equation expressed for each sweep,

1
Y_j=Y()+(YJ_Y())|:E (28)

A o e a(Av*)]
Ap*=— —| DV’ + O, — 1 i —2 |,
P P Ty Ty
A7d(Au)
Ap=Ap - —2=2 29
P=2P 7 s Tox (29)

are used to eliminate the pseudotime variations of the pressure
from the systems of equations for the pseudotime variations of the
velocity components in each sweep.

In this manner, the problem is reduced to the solution of two
sets of decoupled scalar tridiagonal systems of equations, for each
sweep. As a result, this method is characterized by excellent com-
putational efficiency and accuracy, displayed in all cases studied;
for example, an average computational time of 32 min is needed
to run the computer program (on a dual core of 3 GHz computer
with 4 Gbytes of RAM) for one unsteady confined flow case with
unsteady inflow variation and wall oscillations.

The method has been successfully validated by comparison
with previous computational and experimental results available
for steady flows past a downstream-facing step (not shown here
due to space limitation).

4 Numerical Solutions for the Unsteady Confined
Flows With Variable Inflow Velocity Past a
Downstream-Facing Step With Oscillating Walls

This method is applied to obtain solutions for the unsteady
confined flows past downstream-facing steps generated by har-
monic variations in time of the inflow velocities defined by Eq. (1)
and by the lower wall oscillations defined by Egs. (2) and (3).

Computations have been performed for the step height Hh
=H/2, the length of the oscillating wall H/=10H, and for various
values of the Reynolds number, Re=HU,/ v, the amplitudes of the
inflow velocity a, and wall oscillations A and of the reduced fre-
quency of oscillations w. The numerical results were obtained
using a stretched staggered grid with 360 X 71 grid points for each
variable (that is, to 719 X 141 grid points in total). The mesh spac-
ing in the x-direction was minimum at the step, Ax;,=0.03121,
and maximum at the outlet boundary, Ax,,,,=0.1583, while in the
y-direction the minimum mesh spacing was at the walls and the
step corner, Ay,;,=0.00923, and the maximum mesh spacing was
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Table 1 Grid sensitivity of the numerical solution for Hh
=H/2, Re=800, and /,=0 based on the computed nondimen-
sional lengths of separation and reattachment

Lower wall Upper wall
Grid points used
for each variable L, L,=x,—x X X,
201 X 41 5.92 5.66 4.67 10.33
251X 51 5.99 5.65 4.74 10.39
301 x61 6.02 5.65 4.717 10.44
351 X71 6.04 5.64 4.80 10.42
401 X 81 6.05 5.64 4.81 10.45
501 X101 6.07 5.63 4.83 10.46
601 X 121 6.08 5.63 4.83 10.47
801 X 161 6.09 5.63 4.84 10.47
1001 X201 6.09 5.63 4.85 10.47
1201 X 241 6.09 5.63 4.85 10.48
1401 X281 6.09 5.63 4.85 10.48

Ay nax=0.0224 in the middle of the upstream channel. The size of
the nondimensional real time step was Ar=27/(wN) with the
number of real time steps during an oscillation period taken be-
tween N=80 and N=160 depending on the unsteady flow case.
The pseudotime computations have been performed using &
=0.25 and A7=0.05, and convergence was assumed to be reached
when the rms residuals were less than 107> (which required in
average between 60 and 100 pseudotime iterations until conver-
gence for each real time step). The real time integration was
started from the steady flow solution for fixed walls and no inflow
velocity variation, and was performed until all variables in the
computational domain were executing repeatable harmonic oscil-
lations from one period to the next (usually after 3 oscillation
cycles or less).

The sensitivity of the numerical solution with the mesh refine-
ment has been investigated for the case of steady flow at Reynolds
number Re=800 and /,=0, using as criteria of comparison the
lower wall separation length, HI;, and the upper wall separation
and reattachment locations Hx, and Hx, (with the upper separa-
tion length HI,=Hx,—Hx,), which represent characteristic fea-
tures of this ﬂow The results of the grid-sensitivity test are indi-
cated in Table 1. One can notice that the solution obtained by
using 401 X 81 grid points for each variable (or 801X 161 grid
points in total for the staggered grid) is very close to the fully
converged solution, which is practically obtained with 1001
X201 grid points, and beyond this the numerical solution is not
influenced by grid refinement.

After the grid-sensitivity test, the method is applied to obtain
solutions for the unsteady confined flows past downstream-facing
steps generated by harmonic variations in time of the inflow ve-
locities defined by Eq. (1) and by the lower wall oscillations de-
fined by Egs. (2) and (3).

Typical patterns of the computed streamlines for this unsteady
flow at several moments in time during the oscillatory cycle,
t/T=3, 3.25, 3.5, and 3.75 (where ¢ is the nondimensional time
and T is the dimensionless period of the oscillations), are shown
in Fig. 3 for Reynolds number Re=400, reduced frequency of
oscillations w=0.05, and for the nondimensional amplitudes of the
inflow velocity variation, a=0, 0.05, and 0.1, and of the wall
oscillations, A=0 and 0.05.

One can notice from the computed streamlines shown in Fig. 3
that the upper separation region practically disappears for a por-
tion of the oscillatory cycle for certain flow conditions, such as in
the case a=0.05 and A=0.05. This newly discovered unsteady
flow feature of disappearing and reappearing upper separation re-
gion during the oscillation cycle can be better observed in Figs.
4-8.

The variations in the lower wall separation length, /;, and of the
upper wall separation and reattachment locations, x, and x, (with
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Fig. 3 Streamline patterns of the unsteady confined flow at various moments during the oscillatory cycle, t/T,
for Re=400, »=0.05 and for two values the amplitude of the oscillating wall, A=0 and 0.05 and three values of
the amplitude of the inflow velocity variation, a=0, 0.05, and 0.1.

the upper separation length [,=x,—x,), represent characteristic
features of these unsteady flows and will be used further to illus-
trate the influence of the main flow parameters, the Reynolds
number, and the oscillation amplitudes and frequency.

4.1 Influence of the Amplitude of the Inflow Velocity Fluc-
tuations on the Unsteady Flow Separations. The typical influ-
ence of the inflow velocity oscillation amplitude, a, on the lower
wall separation length (/;) and on the upper wall separation and
reattachment locations (x, and x,) is illustrated for several values
of the wall oscillation amplitudes A in Fig. 4, for Re=400, w
=0.05, and in Fig. 5 for Re=600, w=0.05. It is interesting to note
that the upper wall flow separation is present only for a portion of
the oscillatory cycle (being absent for the rest of the cycle) when
the inflow velocity amplitude is larger, such as a>0.05 for Re
=400, A=0 and a=0.2 for Re=600, A=0. At Re=600, one can
notice the formation of a secondary flow separation on the lower
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wall for a=0.4 in the absence of the wall oscillations (A=0); this
secondary separation appears only during a small portion (about
one quarter) of the oscillatory cycle.

4.2 Influence of the Wall Oscillation Amplitude on the Un-
steady Flow Separations. The typical influence of the wall oscil-
lation amplitude, A, on the lower wall separation length (/;) and on
the upper wall separation and reattachment locations (x, and x,) is
shown for several values of the inflow velocity oscillation ampli-
tudes a in Fig. 6 for Re=400, w=0.05, and in Fig. 7 for Re
=600, w=0.05. One can see that the length of the upper flow
separation region increases with A and the duration of its presence
during the oscillation cycle decreases with the increase in A.

At Re=600 the upper separation region also disappears for a
certain portion of the oscillatory cycle when A =0.1 for both cases
a=0 and a=0.05.
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Fig. 4 Influence of the inflow velocity amplitude, a: Variation during the oscillatory cycle, /T, of the upper wall
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two values of the amplitude of the wall oscillations, A=0 and 0.05.
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4.3 Influence of the Reynolds Number on the Unsteady
Flow Separations. The influence of the time-average Reynolds
number is illustrated in Fig. 8 for several values of the amplitudes
of the inflow velocity fluctuations, a, and of the wall oscillation,
A. One can notice that the length of the separation regions formed
on the lower and the upper walls increases substantially with the
Reynolds number. Secondary separation regions also appear on
the lower wall at larger Reynolds numbers (starting from Re
=800 for a=0 and from Re=1000 for a=0.05). At the larger Rey-
nolds numbers, the upper flow separation region is continuously
present during the oscillatory cycle, while at Re=400, it is present
only during a portion (about half) of the oscillation cycle and
disappears during the rest of the cycle.

4.4 Influence of the Oscillation Frequency on the Unsteady
Flow Separations. The influence of the nondimensional fre-
quency of oscillation, w, is shown in Fig. 9 for Re=400, a
=0.05, and A=0.05. One can notice that the oscillatory amplitude
of the lower flow separation length increases with the frequency
of the oscillation, w, while the upper flow separation is very little
changed.

5 Conclusions

This paper presents the analysis of the unsteady confined vis-
cous flows generated by the variations in time of the inflow ve-
locities and by the wall oscillations, which is required for the
study of flow-induced vibration and instability of various engi-
neering systems (until now, the inflow velocity fluctuations, which
occur in many engineering systems during the operation cycle,
have not been taken into account in the aeroelastic studies of these
systems).

The time-accurate solutions of the Navier—Stokes equations for
these unsteady flows are obtained with a finite-difference method
using artificial compressibility on a stretched staggered grid,
which is a second-order accurate method in space and time. A
special decoupling procedure, based on the utilization of the con-
tinuity equation, is used in conjunction with a factored ADI
scheme to substantially enhance the computational efficiency of
the method by reducing the problem to the solution of scalar tridi-
agonal systems of equations.

This method is applied to obtain solutions for the benchmark
unsteady confined flow past a downstream-facing step, generated
by harmonic variations in time of the inflow velocity and by the
lower wall oscillations, which display multiple flow separation
regions on the upper and lower walls. The flow pattern of these
unsteady flows is illustrated by the computed streamlines at vari-
ous moments during the oscillatory cycle, which clearly indicate
the flow separation regions appearing at the upper and lower
walls. The influence of the Reynolds number and the influence of
the oscillation frequency and of the amplitudes of the inflow ve-
locity and the oscillating wall on the formation of the flow sepa-
ration regions are thoroughly analyzed in the paper. It was found
that for certain values of the Reynolds number and oscillation
frequency and amplitudes, the flow separation at the upper wall is
present only during a portion of the oscillatory cycle and disap-
pears for the rest of the cycle, and that for other values of these
parameters secondary flow separations may also be formed on the
lower wall.
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1 Flow Stability and Related Heat-Transfer Mecha-
nisms

The stability of a boundary layer over a concave wall was stud-
ied for the first time by Gortler [1]. In analogy with Couette—
Taylor instability (well known at that time), he argued that the
unstable flow should consist of a laminar boundary layer over
which an array of counter-rotating vortices (similar to the Taylor
vortices) is superposed. He then proposed a linear stability analy-
sis of the problem and obtained a critical value for the control
parameter, later known as the Gortler number.

Streamwise Gortler vortices develop in a concave surface
boundary layer due to centrifugal instability [2]. The related con-
trol parameter (the Gortler number) is the ratio between the time
scale of the destabilizing mechanism and the viscous time scale. It
is theoretically shown that the growth and breakdown of the
Gortler instability in the low-wavelength domain are initial condi-
tions dependent (see Ref. [3]). On the other hand, Boiko et al. [4]
recently showed that the linear theory is valid for the wave num-
ber range of unity or greater if the measurements are carried out
far enough from the disturbance source, i.e., where the most un-
stable modes are sufficiently amplified to dominate (see also Ref.
[5] and references therein). As a result, emphasis in recent studies
has been placed on the receptivity problem (see Ref. [2] for a
comprehensive review), where the aim is to understand the source
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of the initial disturbances rather than the details of later local
developments.

Gortler instability has been shown to be initial-condition depen-
dent [6]. Sabry and Liu [7] and Lee and Liu [8] studied numeri-
cally the development of downstream nonlinear momentum, and
Liu and Sabry [9] and Liu and Lee [10] showed that the heat and
mass transfer are closely related to the initial conditions imposed
on the flow. The wavelength and strength of the initial perturba-
tions are among the most pertinent parameters in the nonlinear
development of Gortler vortices and hence in heat-transfer en-
hancement, so that these parameters are particularly important in
controlling heat (and mass and momentum) transfer in many ap-
plications of technological interest.

The evolution of Gortler vortices was studied by Hall [6]. He
showed that initially the perturbations have exponential amplifi-
cation, as envisaged in the linear theory, but that later an
asymptotic development saturation appears because of unsaturated
nonlinear effects. The nonlinear studies allow consideration of the
perturbation and the transfer of energy between the basic flow and
the various harmonics of the perturbation flow. More details are
given in Refs. [11,12].

Liu [13] formulated the heat-transfer problem assuming an in-
compressible flow for which thermal buoyancy is negligible com-
pared with inertial effects. Lee and Liu [8] discussed the insensi-
tivity of the location where the weak initial disturbance (Gortler
vortex) is injected into the mean flow, provided that this initial
condition is consistent with the prevailing local flow. To study the
development of heat transfer under nonlinear instabilities, Liu and
Sabry [9] and Liu and Lee [10] began the analysis with the Rey-
nolds splitting of velocity and temperature fields.
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Liu [13] and Girgis and Liu [14] examined the downstream
development of iso-6 contour lines in the cross-sectional yz-plane
(Fig. 1a of Ref. [14]), in the parameter range of the experiments of
Ref. [15]. These contours are the inferred mean temperature struc-
ture from Ref. [15] with the effects of the secondary instabilities
present; i.e., the contour lines are subjected to the effect of wavy
(sinuous) instability. From these results, it is observed that the
iso-60 contour lines are compressed near the wall due to mainly
downward transport of cold fluid by the downward velocity of the
steady Gortler vortices, and also the downward eddy transport
brought about by the fluctuations correlations, v’ =—v'u’ >0,
inferred from the Reynolds shear stress [13] by assuming that the
Reynolds analogy is valid in this case. The authors compared
these iso-6 contours with those obtained in the steady-flow struc-
ture without fluctuation effects (Fig. 1b of Ref. [13]). Although the
strength of the mushroom structure is equal or higher, downward
squeezing of the iso-6 lines is weaker in the latter case, especially
near the wall. It is apparent from Figs. 1a and 1b of Ref. [13] that
the averaged effect of the unsteady wavy fluctuation heat flux in
the mushroom structure is to compress the entire # distribution
toward the wall region. This gives rise to a further enhancement of
surface heat transfer.

Finally, using the Reynolds analogy for Pr=1, the inferred
Stanton number (from Cy/2) development of Liu [13] is plotted in
Fig. 1(a) as a function of the Gortler number and compared with
the laminar and turbulent flat-plate boundary layer expressions as

follows:
¢ w (du\  dU Uy’ ,
St=—=—-|—| with —=0.364/—— laminar
2 Uy\dy dy xXv
flat-plate boundary layer (1)
C du du
St=—f=lz(—) with
2 UL\dy dy

U3\
=0.014<L1P> turbulent flat-plate boundary layer
X

2)

Figure 1(b) compares our experimental Stanton number results for
Uy=3 ms~! and R=0.65 m [16] to the expressions for a flat-
plate boundary layer. For these comparisons, we have recast the
classical correlations for Stanton number over a flat plate [17]:

St;, =0.453 Pr?3 Re,”"?  (laminar flow) (3)

St=0.03 Pro4 Re{o'2 (turbulent flow) (4)

in St—G coordinates, assuming that the momentum thickness is
not modified by the curvature effects.
For laminar flow, Eq. (3)becomes

x 1
St=0.453 Pr‘m(——z) (5)
RG,
obtained by replacing Re, by (R?/ xz)G‘; in Eq. (3). For the turbu-
lent regime, Eq. (4)becomes

04 ( X2/5 1 ) ( )
St=0.03 Pr | —=—= 6
RS G‘;/S

These correlations are good approximations for two-dimensional
boundary layer flows over concave wall with neither primary nor
secondary Gortler instability. The same conversions have been
carried out for the expressions in Fig. 1(a).

Figure 1(b) shows the conjugate effects of the steady and wavy
instability mode on the Stanton number. The steady-flow contri-
bution from the most amplified mode has already been shown to
be able to reach the local flat-plate turbulent boundary layer value
downstream. Additional excitation of the most amplified wavy
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Fig. 1 Evolution of Stanton number as a function of Gértler

number: (a) numerical results of Liu [13] without secondary
instability (®) and with secondary instability (O); (b) present
experimental results (A) for Uy;=3 m/s and R=0.65 m. The
curves correspond to the equations of the flat-plate laminar
and turbulent boundary layers.

instability mode (the sinuous mode [12,14]) provides additional
surface heat-transfer enhancement beyond the local turbulent
value through the averaged effect of the fluctuating heat flux.
Based on Figs. 1(a) and 1(b), we infer that the effect of the sec-
ondary instability on heat-transfer enhancement observed numeri-
cally by Liu [13] is also apparent in our experimental results for
the Stanton number [16].

Experimental confirmation and an endeavor to explain this
overshoot in heat-transfer enhancement are the main aims of this

paper.

2 Experimental Apparatus and Techniques

Experiments were carried out in a boundary layer over a
concave-convex model mounted in a laminar open-loop wind tun-
nel, as described in Ref. [16]. The nominal freestream velocity is
in the range 0.5-9 m/s with a freestream turbulence intensity of
0.7%.

The concave-convex model (Fig. 2) is 45 cm wide and has four
main parts:

 the leading edge, shaped like a thick laminar airfoil (NACA-
0025)
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Fig. 2 Schematic diagram of the concave-convex model (values in mm)

* the concave part (radius of curvature 65 cm) in which mea-
surements were made

 the convex part (radius of curvature 15 cm)

 the trailing edge: a flat plate that can rotate around the center
of curvature of the convex section

The origin of the curvilinear axial coordinate x is fixed at the
leading edge and the concave wall starts at x=9 cm.

In order to measure the heat transfer on the concave surface, a
quasiconstant heat flux of 200 W/m? was imposed on the wall by
a thin (130 wm) resistance film made of a 70 wm Constantan
layer glued to a 60 wum Kapton film. Then the wall temperatures
were measured with 196 chromel-alumel thermocouples of
80 um beads on the Kapton side of the heating film, embedded
between the back of the heating film and the double-faced adhe-
sive film as shown in Fig. 3.

Mean and fluctuating velocity fields were measured by a hot-
wire anemometry system (streamline-Dantec). The signal was
digitized at 200 Hz through a 16 bit resolution DAQ card. The
sampling time was at least 10 s. The diameter of the sensitive part
of the hot wire was 5 mm and its length was 3 mm. The prongs of
the probe had a 50 um diameter, so that the probing range was
limited to 50 um from the wall. A traversing mechanism in the
wind tunnel provided probe movements in the x, y, and z direc-
tions with 7 um precision. The nominal flow velocity was mea-
sured by a Pitot tube and the three-dimensional positioning of the
probe and all data acquisition were carried out by microcomputer
through an IEEE interface. For further details on the experimental
setup, see Ref. [16].

2.1 Heating Effects. Longitudinal vortices in a heated con-
cave surface boundary layer can be generated by both centrifugal
force (centrifugal instability) and buoyancy force (thermoconvec-
tive instability). Since the aim of the present work is to assess the
effects of centrifugal instability on heat-transfer enhancement, we
work in the “low heating hypothesis” domain by choosing 7,
-T,;=30°C, thus avoiding the occurrence of thermoconvective
instability. To examine the validity of this condition in the experi-
ments, we define the thermal Richardson number Ri; as

Tape adhesive (0.8 mm)

Plexiglass (10 mm) Thermocouples (80 pum)

Phenolic foam
insulation (3. cm)

Fig. 3 Thermal instrmentation of the wall

Journal of Fluids Engineering

where L, the characteristic length scale, is replaced by the wall
radius of curvature R. By using numerical values representative of
our experimental conditions, 7=300 K, AT=30 K, R=0.65 cm,
and Uy=0.5 m/s, we obtain

A 30

Lo < 0.1

p 300
Thus,

Ri, = (0.1)(9.8)20.65) 548
(0.5)

This gives the upper limit of the thermal Richardson number be-
cause Uy=0.5 m s~ was the lowest value of the nominal velocity
in all experiments, below which the effect of buoyancy force
could no longer be neglected. However, for Uy=2 m s~ (the low-
est nominal velocity in this paper), the effect of buoyancy force is
insignificant.

Ap
Ave 2R (0)(9.8)(0.65)
Rij=—0 =L < TP 0147
Uy U )
L

Therefore, the effect of thermoconvective instability in the experi-
ments is negligible for nominal velocities Uy=2 m s~!. This re-
sult is in agreement with Fig. 8 in Ref. [16].

In order to consider the effect of centrifugal force on density
variation, we defined a centrifugal Richardson number as:

Uy’
F PRoapL L
Ri _ Deenuifugat _ N 2APL 1==01
1c= F = 5, = R— . R— .
inertial UO P
L

where L is a length scale of the order of magnitude of the wall
curvature radius R: R=~L. Therefore, Ri.~0.1 for all nominal
velocities; this density variation mechanism is as negligible as that
of the thermoconductive mechanism.

A criterion suggested by Kamotani et al. [18] shows that ther-
mal destabilization occurs if the ratio of Grashof number to the
square of Gortler number becomes larger than 1. According to this
criterion, the minimum nominal velocity for which thermal desta-
bilization can be neglected is around 0.5 m s~!. Since the smallest

APRIL 2010, Vol. 132 / 041201-3

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



- } r {
X A
2
w
~
g_ 15 — theoretical Upw
g. X thedownwash flow
1 A the upwash flow
05
1]
0 10 20 30 40 50
X(cm)

Fig. 4 Evolution of U,, as a function of x in the region of
up-wash flow (A) and down-wash flow (x) for Uy=3 m/s

nominal velocity in this work is 0.5 m s~!, thermal destabilization
by this criterion could be negligible except perhaps for this lowest
velocity.

2.2 Measurement Uncertainties. Uncertainties in the esti-
mated Gortler and Stanton numbers come from basic uncertainties
in the velocity, heat flux, wall temperature, and deduced kinematic
viscosity. The velocity is measured with a relative precision of
around 1%. The precision in the wall heat flux depends on the
value of the heat loss by conduction from the back of the model
that is a function of the longitudinal position x. The result shows
that the average relative uncertainty in the wall heat flux (A¢/ ¢)
is about 4%.

The thickness of the resistance film (e=60 wm), the high ther-
mal conductivity of Kapton (0.2 W/m K), and the heat loss (below
9 W/m?) caused temperature differences between the measured
and the real wall temperature less than 0.0024°C, i.e., less than
the uncertainty in the thermocouple measurements, which is of the
order of 0.05°C.

Estimated values of experimental U,,, in the various positions
(x) are shown in Fig. 4 and these values are compared with the
theoretical value. U, = 0.88.U,. Then, the relative uncertainty on
U,,, is about 10%.

To estimate the uncertainty in the Stanton number measure-
ments, we define the local Stanton number by

@,(x,2)
(pcp)Tf(Tw(x’Z) - T()) UPW(X,Z) 7

The uncertainty in temperature measurement is 0.05°C and the
maximum temperature difference between the wall and the air
temperature is 30° C. Toé [19] showed that the difference between
the experimental values of U,,, at different positions and the the-
oretical U, [20] are of the order of 10%. The Stanton relative
uncertainty becomes

ASt Ae A(AT) AU,,

— =+ +

—£2=0.143
St 1 AT U

pw

St(x,z) =

Uncertainty in the Gortler number is due to the basic uncertain-
ties in the velocity and the kinematic viscosity because of tem-

perature dependence. From the definition Gg:Reg\f 0/R, the de-
pendence of the Gortler number on the kinematic viscosity v is

Ge= UOI/4U_1/4(0.6643/2R_1/2X3/4)
Then the relative uncertainty is
AG, l[AUO , AuD)
Gg - 4 UO v
With Av=9.48X 107 m?>s~!, AT=100°C, and AU,/Uy=1%
[21].

]53%
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3 Results and Discussion

3.1 Heat-Transfer Intensification by Gortler Vortices. A
large number of experiments have been carried out to investigate
the effects of Gortler vortices on wall heat transfer, especially
with variation in the freestream velocity [20,21]. The analysis of
the variation in the Stanton number with the Reynolds number at
different nominal velocities shows that the Reynolds number simi-
larity is not valid in the presence of the Gortler centrifugal insta-
bility [20] and that the Gortler number based on the Blasius mo-
mentum thickness clarifies the different stages of development of
the Gortler instability.

It is of interest to emphasize that the heat transfer in some
stages of Gortler flow development is more intense at low
freestream velocities, even exceeding the turbulent heat transfer.
The interest of this domain, which has been largely ignored in the
literature, has been emphasized in Ref. [20]. Figure 1(b) shows an
example of the evolution of spanwise-averaged Stanton number

I
St(x) = %j St(x,z)dz
(

0

along the concave wall.
For Uy=3 m/s, the different flow regions are as follows.

e Zone OA: This zone corresponds to the leading edge and its
junction with the concave part of the model. The flow is a
laminar boundary layer type (two-dimensional steady lami-
nar flow) with acceleration on the leading edge.

e Zone AB: Heat transfer on the concave wall deviates gradu-
ally from the flat plate due to the growth of the Gortler
vortices under the influence of centrifugal instability (three-
dimensional steady laminar flow).

e Zone BC: The heat-transfer coefficient gradually reaches
values close to or above turbulent boundary layer values on
a flat plate due to the secondary instability of the Gortler
vortices [20] (three-dimensional unsteady flow).

e Zone CD: Heat transfer ceases to increase and follows the
flat-plate turbulent boundary layer curve. The turbulent flow
over a concave wall has a higher Stanton number, as previ-
ously noted [10]

Although the temporal fluctuations usually signify transition to
turbulence, here they are clearly related to the secondary instabili-
ties in the zone BC and thus turbulence is strictly not present in
this zone. It is hypothesized here that the extra heat-transfer en-
hancement beyond the turbulent limit is due to the secondary in-
stability of the Gortler vortices rather than to the boundary layer
transition to turbulence. Henceforth, we concentrate on the ap-
pearance and amplification of the secondary instability inferred
from flow visualization and velocity field measurements in order
to support the above hypothesis and quantify the role of the sec-
ondary instability in the heat-transfer increase Table 1.

3.2 Secondary Instability of Gortler Vortices. Figures 5 and
6 plot isocontour lines of Uy/U, and uyys/ Uy(%) in the cross-
sectional flow plane. Figure 5(a) (corresponding to point A in
Figs. 1(a) and 1(b)), Fig. 5(b) (corresponding to point B in Fig.
1(b)), and Fig. 5(c) (corresponding to point C in Fig. 1(b)) depict
the experimental development of the Gortler longitudinal vortices.
Figure 6(a) (corresponding to point A in Fig. 1(b)), Fig. 6(b) (cor-
responding to point B in Fig. 1(b)), and Fig. 6(c) (corresponding
to C in Fig. 1(b)) show the strong relation between the velocity
fluctuations due to the secondary instability and the spatial gradi-
ent of the mean velocity due to the primary Gortler instability. It is
seen that u,,, maxima (around 5% of Uy) in Fig. 6(c) occur at the
positions nearest the wall (y=1-2 mm) corresponding to a tran-
sitional flow; in Fig. 6(), on the other hand, the u,,,, maxima are
in the up-wash region (between 3 mm and 6 mm), far from the
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Table 1 P, and P, values for different nominal velocities at
x=29 cm (x/R=0.45) and x=45 cm (x/R=0.71)
x/R=0.45
U, 0.5 ms~! 1 ms! 2 ms™! 3 ms!
St 8.89x 1073 61073 3.55%x 1073 2.78x 1073
Gy 3.98 43 4.95 5.49
P, 1.649 3.609 9.424 18.200
Prns 1.49%x1073 3.59% 1073 2.81x1073 11.7%x1073
x/R=0.71
U, 0.5 ms~! I ms™! 2 ms™! 3 ms™!
St 8.85Xx 1073 6.8%x1073 441x107 3.79x 1073
Gy 5.5 6.2 7.05 7.85
P, 1.354 7.803 12.140 4.901
P 0.70X 1073 122x1073 26.1%X1073 13.2x1073

wall. Thus in this case, heat-transfer intensification can only be
due to secondary instability of the Gortler vortices.

Several numerical analyses of the Gortler secondary instability
have suggested that the Gortler vortices are susceptible to two
modes of secondary instability: a sinuous mode (waves in xz
plane) and a varicose mode (waves in xy plane). Figure 7 shows a
flow visualization image of the varicose mode of the secondary
instability in the concave surface boundary layer for freestream
velocity 3 m s™!. The measured axial wavelength is around X\,
=2.5 cm, in agreement with a temporal fluctuation around 40 Hz.
To determine the secondary instability mode of the Gortler vorti-
ces, we also used a two-hot-wire probe anemometer. Each hot
wire is positioned on one side of the “up-wash” region of a
Gortler vortex in the flow and the temporal output signals E of
both hot wires were recorded simultaneously (Fig. 8). The sam-
pling frequency was 500 Hz during 16 s (8000 measures). For the
sinuous (odd) mode the hot-wire output signals are in phase op-
position, while for the varicose (even) mode the signals are in
phase.

Figure 8 shows that the signals are mostly in phase, suggesting
that the varicose mode predominates in the flow in this zone.
However, closer to the wall, periods (not shown here) appear in
which the signals are in phase opposition (similar to the flow
visualizations of Peerhossaini and Wesfreid 22, suggesting the si-
multaneous presence of both sinuous and varicose modes. Both
modes exhibit the same characteristic frequency.

To investigate the spatial amplification of the secondary insta-
bility and compare it with the amplification rate of the Gortler
vortices (primary instability), we have calculated, from the power
spectral density (PSD) of the hot-wire velocity signal, the axial
evolution of the energy content in the flow at a given frequency
band. In fact, the axial velocity starts to fluctuate with time once
the secondary instability sets in. To estimate the secondary insta-
bility amplitude at a given streamwise position, we located the
position in the direction normal to the wall at which the fluctua-
tions are at their maxima. At each of these positions, the energy of
the signal, e, is measured and plotted in Fig. 9. Despite the few
axial positions, Fig. 9 indicates that the turbulent regime saturates
the growth of the secondary instability for x>35 cm; however, it
should be noted that in this very unsteady flow uncertainty in the
probe position can cause important uncertainties in the results. For
Uy=3 m/s, it is found that 90% of the energy is contained in a
rather narrow frequency band (38—45 Hz) staggered around 41
Hz. For each axial position, the power spectral density e was then
integrated in this frequency band and is plotted as a function of
axial position x in Fig. 9. By assuming an exponential law for the
spatial amplification of the secondary instability with x (efY), we
obtain an amplification rate of S=0.4 comparable to the amplifi-
cation of Prms=f§)cfz)\z(urms(y 72))2dydz ~ fgﬁfgz(urms(y ,Z))Zdydz-
This amplification rate is to be compared with the amplification
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=29 cm, and (c) x=49 cm; plotted as a function of spanwise
coordinate z; U,=3 m s~' in the absence of vortex-triggering
grid
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rate of the primary Gortler instability obtained for the mean flow
from the expression P.= [ 50U/ dzldydz=~ [3°[y| U1 dz|dydz
and shown in Figs. 10(a) and 10(b). This latter figure reveals that
the amplification rate of the parameter P, is 8=0.15, that is, 2.5
times smaller than that of the secondary instability amplification.
Note that the infinite upper limits of integration in P, and P, are
approximated, in our finite domain of measurement, by 3, where
d is the Blasius boundary layer thickness.

Figure 10(a) also shows that the primary instability appears at

g x=12 cm from the model leading edge and increases exponen-

3 12 13 tially up to x=30 cm. From Figs. 9 and 10(b), it appears that the
f } birth of secondary instability is detected at x=24 cm and the tur-

2 = i 6 bulent regime is detected at x=35 cm with the decrease in P, in

-1

e B ?-i Ly ,‘
R e e
NETE IS I
| o ; - i

(c)

Fig. 10(a) and increase in P, in Fig. 10(b). The parameter S~! is
usually interpreted as the characteristic length scale of spatial am-
plification. For 8=0.4, we have

Bl=25 cm=)\,
(N, =axial wavelength of the horseshoe vortices

(varicose mode))

This result demonstrates that the oscillation (varicose secondary
mode) growth rate is very large. At the extreme limit, if 87! is
much less than A, then no oscillation could grow. The signal en-
ergy e in the characteristic frequency band centered around 41 Hz
characterizes the destabilization of the longitudinal vortices in the
flow rather than the energy of a single frequency.

The high growth rate of the secondary instability before the
appearance of turbulence at x=35 cm explains the overshoot of
Stanton number beyond the local turbulent value observed in zone
BC of Fig. 1(b). This increase above the turbulent value arises
from an “eddy heat flux” type. Girgis and Liu [14] argue that, in
the presence of the secondary instability, regions of —v'u’ >0 in
the flow cross section dominate, especially after spanwise averag-
ing. The zones located on both sides of the mushroom vortex
structure reveal a higher eddy heat flux due to the downward flow
in this region. In their argument, using a general Reynolds anal-
ogy, Girgis and Liu [14] identified the 6, concentration in the
thermal field with u,,, concentration in the fluctuation velocity
field. To confirm their conclusions, we examine below the corre-
lation between the axial evolution of the Stanton number and the
P, and P, amplification.

In order to exhibit the expected correlation between the heat-
transfer enhancement and the Gortler instabilities, we normalized

& - Py v the heat-transfer enhancement, the Gortler vortex growth, and the

z % secondary instability growth in order to set O for the flat-plate
24 " % boundary layer values and 1 for the maximum increase over the
P 24 flat-plate values. Figure 11 plots the evolution of these parameters

4 1S P with x for a fixed nominal velocity. It shows that at the early
d - “' L a stages (x=15-29 cm) the Stanton number increases due both to
334 , 21|/ the primary instability (P,) and the secondary instability (Pyps),
73 :; 13 but in the last stage (x=49 cm), its increase can only be explained
4 18 A by the secondary instability amplification (P,). To go further,
W Ny A this correlation is examined on Fig. 12 at a fixed position (x

s J =49 cm or x/R=0.45) as a function of nominal velocity. Surpris-

b L ” ingly, the relative heat-transfer enhancement ((St—St,)/(St

—Stfp)max) is a decreasing function of the velocity. In conclusion,
the Gortler number and the subsequent Gortler strength param-
eters are not sufficient to explain the heat-transfer intensification.
This is in agreement with Momayez et al. [23,24], who showed
the impossibility of correlating the Stanton number with only one

flow parameter (for example, the Gortler number).

The characteristic properties of the boundary layer in which the
secondary instability takes place are also important and in the
present work they can be represented by the Reynolds number.
One can then split the Stanton number dependence in two parts.
The first part represents the heat transfer at the beginning of the
heat-transfer enhancement process (before the appearance of the

Fig. 6 Isocontour lines of u,,s/Uy(%): (a) at x=15 cm, (b) x
=29 cm, and (c¢) x=49 cm; plotted as a function of spanwise
coordinate z; U,=3 m s, in the absence of vortex-triggering
grid
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Fig. 7 The photographs of flow visualizations of horseshoe vortices due to varicose mode of sec-
ondary instability in (x-y) plane for nominal velocity Uy,=3 m/s [19]
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Fig. 8 Hot wire signals on both sides of up-wash zone at po-
sition x=32 cm, Y/$=0.5 for a nominal velocity U,=3 m/s

secondary instability), which is controlled by the Gértler vortices
(Go=3.5); we call this Stanton number St,. The second part is the
heat-transfer enhancement due to the Gortler secondary instabil-
ity, which is a function of the Gortler number A(Gy). Then the
Stanton number can be written as

St(x) =Sty"A(Gy(x)) with Sty=Sts, at Gy=3.5

Figure 13 plots the evolution of St/St, for four different nomi-
nal velocities. For G4>3.5, all the curves collapse satisfactorily.
This result supports the present description of this dual heat-
transfer dependence.

4 Concluding Remarks

Heat-transfer intensification by both primary and secondary
Gortler instabilities is addressed. In moderate Gortler and Rey-
nolds number regimes, it has been observed experimentally that

10 15 20 25

30 35 40 45 50
x(cm)

Fig. 9 Axial evolution of the energy signal of the most amplified mode of

secondary instability
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Fig. 10 Axial evolution of parameter P, (a) representing the
strength of primary Gortler instability and P, (b), representing
the strength of secondary Gortler instability

the Stanton number can exceed the local turbulent values while
the flow is not yet turbulent (as judged by the intermittency fac-

the Gortler vortices in which heat is transported by an “eddy heat-
transfer” mechanism caused by v’ @’ in the presence of the sec-
ondary instability (quantified by u,,). Once the secondary insta-
bility is saturated, the vortex structure breaks down, a fine-grained
turbulent flow sets in, and the Stanton number decreases and con-
verges to the local turbulent value, slightly above that for a turbu-
lent flat-plate boundary layer.

To test these observations, mean and fluctuating velocity fields
were measured and their isocontour lines were plotted. These ve-
locity fields show a concentration of u,,, on both sides of the
mushroomlike structure (in the cross-sectional plane), a good deal
farther from the wall than in the turbulent case. The efficiency of
the secondary instability on the wall heat transfer is explained by
the larger u,,,,; amplitude and the better correlation between u’ and
v’ or & and v’ in the secondary instability flow than in the bound-
ary layer flow. Liu [13] explained that the eddy transfer in the
mushroom structure can increase the temperature gradient near the
wall in the same manner as turbulence but more efficiently.

To quantify the effect of freestream velocity on heat-transfer
intensification, two criteria are defined for the growth rate of the
Gortler instability: P, for the primary instability and P, for the
secondary instability. The evolution of these criteria along the
concave surface boundary layer clearly shows the high growth
rate of the secondary instability compared with the primary insta-
bility. We looked for a correlation between the axial evolution of
the Stanton number and the P, and P, amplification. Measure-
ments show that beyond x=45 cm the heat-transfer enhancement
is basically correlated with P ., so that the high heat-transfer
intensification at low freestream velocities is due to the high
growth rate of the secondary instability. Even at very low
freestream velocities (1 m/s and below), the boundary layer re-
mains transitional (in the secondary instability state) up to the
trailing edge of the concave wall. In this case, the heat-transfer
enhancement by the secondary instability of Gortler vortices is
much greater than local turbulent values.
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Nomenclature
C, = heat capacity

tor). It is argued here that in these transitional cases the heat- e = signal energy in the characteristic frequency
transfer intensification is mainly due to a secondary instability in band (arbitrary units)
1.2
l ,,,,,,
0.8 -
K-
E 0.6 T —@—Pz/Pzmax
0.4 . ~—Prms/Prmsmax
—— St{x)-Stfp(x)/(St-Stfp)max
0.2 =
0
0 10 20 30 40 50 60
x(cm)
Fig. 11 Comparison of the relative increases of heat transfer (St(x)-Stg(x)/(St

=St,)max), Primary instability (P,/ P, ,,,) growth and secondary instability (Prys/ Prms max)
growth along the concave wall for Uy=3 m/s
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E = signal output (V) R = wall radius of curvature, R=0.65 m
g = gravitational acceleration m %) Re, = Reynolds number based on length scale x, Re,
Gy = Gortler number (Uy6/v)V6/R (dimensionless =Uyx/v (dimensionless number)
number) Re, = critical value of Re, (dimensionless number)
Gg. = critical value of G4 (dimensionless number) Ric = centrifugal Richardson number (dimensionless
H = height of the counter wall, H=0.15 m . number) ) ) i
Pr = Prandtl number, Pr=v/k (dimensionless Ri;y = thermal Richardson number(dimensionless
number) number)
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Fig. 13 Relative heat-transfer transfer enhancement (St/St;) as a function
of Gortler number for different nominal velocities (Sty=critical Stanton
number)
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St = local Stanton number St=¢,,/ pC,U,,,(Tyan
—T,) (dimensionless number)
Ty, = freestream temperature (K)
T, = wall temperature (K)
AT = AT=(T-T,)/(Ty-T,), dimensionless mean
temperature
u',v',w' = fluctuating velocity components (m s~!)
Uy = freestream velocity (m s™!)
U, V, W = components of the local mean velocity (m s!)
Up = potential velocity U,=U,,/1-y/R (ms™")
U,, = wall potential velocity, U,,,~0,88 U, (m/s),
U,,=U, in y=0
Ums = velocity root mean square (m s~")
x = streamwise direction (m)
y = normal-to-wall direction (m)
z = spanwise direction (m)

Brief Letter
max = maximum value

Greek Letters
a = thermal expansion coefficient (K™!), a=1/T
6 = Blasius boundary layer thickness
5=4.910(x/VRe,) (m)
v = kinematic viscosity (m?s™!)
N = wavelength of initial perturbations
p = fluid density (kg/m?)
po = standard fluid density (kg/m?)
0" = 0'=T'/(Ty—Ty), dimensionless fluctuating
temperature
¢ = boundary layer momentum thickness
0=0.664x(Re,)™"? (m)
¢, = wall heat flux (W m™2)

References

[1] Gortler, H., 1954, “Three-Dimensional Instability of Laminar Boundary Lay-
ers on Concave Walls,” Nacher. Ges. Wiss. Gottingen, 2, pp. 1-26.

[2] Saric, W. S., 1994, “Gortler Vortices,” Rev. Fluid Mech., 26, pp. 379-409.

[3] Hall, P., 1990, “Gortler Vortices in Growing Boundary Layers: The Leading
Edge Receptivity Problem, Linear Growth and the Nonlinear Breakdown
Stage,” Mathematical, 37, pp. 151-189.

[4] Boiko, A. V., Ivanov, A. V., Kachanov, Y. S., and Mischenko, D. A., 2007,
“Quasi-Steady and Unsteady Gortler Vortices on Concave Wall: Experiment
and Theory,” Advances in Turbulence XI, Proceedings of the 11th EURO-
MECH European Turbulence Conference, Jun. 25-28, 2007, Porto, Portugal, J.
M. L. M. Palma and A. Silva Lopes, eds., Springer, Heidelberg, p. 174.

041201-10 / Vol. 132, APRIL 2010

[5] Mitsudharmadi, H., S.H. Winoto, and D.A. Shah, 2006, “Development of Most
Amplified Wavelength Gortler Vortices,” Phys. Fluids, 18(1), p. 014101.

[6] Hall, P., 1983, “The Linear Development of Gortler Vortices in Growing
Boundary Layer,” J. Fluid Mech., 130, pp. 41-58.

[7] Sabry, A. S., and Liu, J. T. C., 1991, “Longitudinal Vorticity Elements in
Boundary Layers: Nonlinear Development From Initial Gortler Vortices as a
Prototype Problem,” J. Fluid Mech., 231, pp. 615-663.

[8] Lee, K., and Liu, J. T. C., 1992, “On the Growth of Mushroom-Like Structures
in Nonlinear Gortler Vortex Flow,” Phys. Fluids A, 4, pp. 95-103.

[9] Liu, J. T. C., and Sabry, A. S., 1991, “Concentration and Heat Transfer in
Nonlinear Gortler Vortex Flow and the Analogy With Longitudinal Momentum
Transfer,” Proc. R. Soc. Lond., 432, pp. 1-12.

[10] Liu, J. T. C., and Lee, K., 1995, “Heat Transfer in a Strongly Non-Linear
Spatially Developing Longitudinal Vortices System,” Phys. Fluids, 7(3), pp.
559-599.

[11] Hall, P, and Lakin, W. D., 1988, “The Fully Nonlinear Development of
Gortler Vortices in Growing Boundary Layers,” Proc. R. Soc. London, Ser. A,
415, pp. 421-444.

[12] Yu, X., and Liu, J. T. C., 1994, “On the Mechanism of Sinuous and Varicose
Modes in Three-Dimensional Viscous Secondary Instability of Nonlinear
Gortler Rolls,” Phys. Fluids, 6, pp. 736-750.

[13] Liu, J. T. C., 2008, “Nonlinear Instability of Developing Streamwise Vortices
With Applications to Boundary Layer Heat Transfer Intensification Through an
Extended Reynolds Analogy,” Philos. Trans. R. Soc. London, Ser. A, 366, pp.
2699-2716.

[14] Girgis, 1. G., and Liu, J. T. C., 2002, “Mixing Enhancement via the Release of
Strongly Nonlinear Longitudinal Gortler Vortices and Their Secondary Insta-
bilities Into the Mixing Region,” J. Fluid Mech., 468, pp. 2975.

[15] Swearingen, J. D., and Blackwelder, R. F., 1987, “The Growth and Breakdown
of Streamwise Vortices in the Presence of a Wall,” J. Fluid Mech., 182, pp.
255-290.

[16] Momayez, L., Dupont, P, and Peerhossaini, H., 2004, “Some Unexpected
Effects of Wavelength and Perturbation Strength on Heat Transfer Enhance-
ment by Gortler Instability,” Int. J. Heat Mass Transfer, 47, pp. 3783-3795.

[17] Kays, W. M., and Crawford, M. E., 1993, Convection Heat and Mass Transfer,
McGraw-Hill, New York.

[18] Kamotani, Y., Lin, J. K., and Ostrach, S., 1985, “Effect of Destabilizing Heat-
ing on Gortler Vortices,” ASME J. Heat Transfer, 107, pp. 877-882.

[19] Toé, R., 1999, “Etude Expérimentale De L’instabilité De Gortler: Instabilité
Secondaire Et Effets Des Tourbillons De Gortler Sur Les Phénomenes De
Transfert Thermique,” Ph.D. thesis, Université de Nantes, France.

[20] Momayez, L., 2004, “Intensification Des Transferts Pariétaux Par L’instabilité
De Gortler: Influence De La Longueur D’onde Et De L’amplitude Des Pertur-
bations Amont,” Ph.D. thesis, Université de Nantes, France.

[21] Momayez, L., Dupont, P., and Peerhossaini, H., 2004, “Effects of Vortex Or-
ganization on Heat Transfer Enhancement by Gortler Instability,” Int. J. Heat
Fluid Flow, 43, pp. 753-760.

[22] Peerhossaini, H., and Wesfreid, J. E., 1988, “On the Inner Structure of Stream-
wise Gortler Rolls,” Int. J. Heat Fluid Flow, 9, pp. 12-18.

[23] Momayez, L., P. Dupont, B. Popescu, O. Lottin, H. Peerhossaini, 2009, “Ge-
netic Algorithm Based Correlation for Heat Transfer Calculation on Concave
Surfaces, Appl. Therm. Eng., 29, pp. 3476-3481.

[24] Momayez, L., Dupont, P., and Peerhossaini, H., 2006, “Higher Heat-Transfer
Efficiency in Laminar Structured Boundary Layers Than in Turbulent Bound-
ary Layers,” International Heat Transfer Conference IHTC-13, Sydney, Aus-
tralia, Aug. 13-18.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



On Self-Similarity in the Inner
Wall Layer of a Turbulent Channel
Flow

We use proper orthogonal decomposition (POD) to estimate the flow in the near-wall
region based on information from the outer buffer layer. Our goal is to assess how the
Sflow structures in the inner wall region are connected to those further away from the wall,
and to investigate the nature of the coupling between the inner and the outer region in the
POD framework. Reconstructions are carried out for numerical simulations of a plane
channel flow at two different Reynolds numbers. We show that elongated structures with
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J.-P. Laval a spanwise wavelength smaller than a critical value tend to be concentrated in the inner
layer. The critical wavelength is shown to scale with the inner layer height, and interac-
LML Lille tions between the inner and the outer layer appear to take place predominantly over a

self-similar, height-dependent, range of wavenumbers, in agreement with Townsend’s at-
tached eddy hypothesis. The reconstructed field appears to capture an adequate energy
content and to remain correlated with the real field even close to the wall, which reflects
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the persistence of energetic structures over the extent of the buffer layer.
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1 Introduction

Most of the phenomenological description of the turbulent
boundary layer revolves around the concept of “hairpin” vortices,
first introduced by Theodorsen [1], and for which early experi-
mental evidence was obtained by Head and Bandyopadhay [2].
Perry and Chong [3] established a link between the model of a
hairpin vortex and standard turbulence statistics. These authors
noted the connection between hairpin vortices and Bakewell and
Lumley’s [4] “counter-rotating vortex pairs of elongated stream-
wise extent,” which were educed with the proper orthogonal de-
composition (POD) technique. Perry and Chong’s model, based
on hierarchies of independent hairpin vortices, progressively gave
way to new models centered on packets of hairpin vortices. Zhou
et al. [5] examined how sufficiently strong hairpin vortices were
able to generate new upstream hairpin vortices in a numerical
simulation. Adrian et al. [6] carried out a particle image velocim-
etry (PIV) visualization of the turbulent boundary layer for Rey-
nolds numbers in the range 930 <R ,<<6845, where R is the Rey-
nolds number based on the momentum thickness deficit and
incoming flow speed, and produced evidence of packets of vorti-
ces, which would account for the disparity in scale between the
streamwise and the wall-normal components of the velocity.

The identification of coherent structures is linked to the search
for evidence of self-similarity in the flow. Morrison and Kronauer
[7] found experimental evidence of self-similar waves in the log
layer, as well as in the wall sublayer. Liu et al. [8] showed that
POD eigenfunctions in the outer layer were independent of the
Reynolds number when scaled with the wall friction velocity and
boundary layer height. More recently, del Alamo et al. [9] identi-
fied the self-similar characteristics of vortex clusters extending
from the logarithmic layer down to the wall. In this paper, we
investigate self-similarity in the wall layer, by determining to
which extent the flow close to the wall, i.e., below a given height
vy depends on the flow in the upper region y>y,. To do this we
use proper orthogonal decomposition to estimate the flow, and
compare the reconstructed field in the inner layer with the true
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one. As we will show below, this leads us to identify the charac-
teristics of POD spatial eigenfunctions, which we find related to
those of hairpin vortices.

The basic question underlying this paper may seem artificial,
yet appears legitimate in the context of wall layer models. It is
well-known [10] that the near-wall region constitutes a severe
limitation for the computation of turbulent flows at high Reynolds
numbers and over complex geometries. Over the years, wall layer
modeling for large-eddy simulations included the use of approxi-
mate boundary conditions based on the logarithmic velocity pro-
file [11,12], zonal approaches [13], optimal formulations [14,15],
and more recently, Reynolds averaged Navier Stokes equations
(RANS equations) formulations [10]. It should be made very clear
at this point that producing a successful wall model for large Eddy
simulation (LES) is not the goal of the present paper. First of all,
in all that follows, we assume that the flow is known with a high
spatial resolution, which could not be available in large-eddy
simulations. Moreover, there is evidence [16] that in some cases,
using exact (resolved) versions of the wall stresses at the wall may
not be sufficient to constitute a robust wall model. Finally, the
domain we consider is currently limited to the buffer layer
yu,/v=y+ <200 of a plane channel, where+denotes wall units,
which are based on the friction velocity u, and the fluid viscosity
v. This is different from a truly inertial region, especially as we
are considering relatively low Reynolds numbers. The reconstruc-
tion technique we will use throughout the paper should primarily
be seen as an investigation tool, and evaluating its performance as
a way to gain insight into the physics of the flow. There is some
ground to expect that the estimate should be relevant, as it is
generally considered that the outer region drives the inner wall
layer to some extent [17-19]. Moreover, recent studies showed
that the influence of very large structures in the outer flow at high
Reynolds numbers can be felt in the near-wall statistics such as
the maximum of the streamwise fluctuation rms [20]. It can also
be detected as a slow modulation of the small-scale fluctuations
[21,22].

Our objective is therefore to use the POD framework to deter-
mine how much the flow in the inner region can be determined
from events in the outer region, and to infer from that how the
different structures interact with each other, in particular, across
horizontal planes. The POD [23] breaks down the velocity field
into a hierarchy of three-dimensional spatial structures. The de-
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Fig. 1 Numerical domain-the arrow indicates the mean flow
direction. The limit between the inner and the outer wall region
is materialized by the dark planes.

composition is optimal in the sense that the first N modes capture
at least as much energy as any set of N independent functions
from another basis. The idea here is to identify the signature of a
finite number of POD structures over the top portion of the layer,
and to deduce from it information about the coupling of the inner
and the outer regions. We note that POD modes are intrinsequely
three-dimensional, so that it is not possible to separate streaks
from vortices, which may involve different spatial scales [24,25].
Perhaps the most difficult aspect of the reconstruction is to recon-
cile POD eigenfunctions, which are nonlocal Fourier modes in the
horizontal direction (owing to statistical homogeneity), with com-
pact vortices and packets of vortices. This issue was addressed in
the early work by Moin and Moser [26], who tested different
techniques to reconstruct compact eddies from POD spatial eigen-
functions in the wall region. In the present study, the temporal
amplitude of the spatial eigenfunctions is recovered from partial
instantaneous measurements. We note that the reverse configura-
tion was studied by Podvin and Lumley [27], where the field in
the near-wall region was estimated from wall shear information.
The POD-based reconstruction method we use here was also
implemented by Podvin et al. [28], where a 3D reconstruction of
the flow over a cavity was performed based on statistical informa-
tion and instantaneous, planar measurements.

The paper is organized as follows. The reconstruction technique
is presented in Sec. 2. It is evaluated for different numerical simu-
lations (direct numerical simulation (DNS) and LES) at two dif-
ferent Reynolds numbers. The effect of including symmetries in
the POD basis (leading to a Fourier representation in the horizon-
tal direction) is also examined. The numerical test cases are pre-
sented in Sec. 3. Flow reconstruction is discussed in Sec. 4. Con-
clusions are drawn in Sec. 5.

2 The Reconstruction Method

In all that follows, we will consider an incompressible turbulent
plane channel flow, whose characteristics are represented in Fig.
1. We will refer to wall units and denote with a+units based on
the wall friction velocity u, and the fluid kinematic viscosity v.
The streamwise, wall-normal, and spanwise directions of the flow
will be denoted by x, y, and z, and the corresponding components
of the velocity field u,v,w.

The goal of the reconstruction technique presented in this sec-
tion is to provide an estimate of the flow in the lower part of the
wall region, based on instantaneous information in the outer wall
region. We define the following partition of the wall region: )
=0, UQD,, where (), represents the inner wall layer 0<y+ <y,
and (), the upper wall layer y; <y+ <y,. Throughout the paper,
we will refer to (), as the information domain, and to (), as the
reconstruction domain.
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The starting point for the reconstruction is the proper orthogo-
nal decomposition of the flow over the full wall region (). We
refer the reader to the book by Holmes et al. [29] for an introduc-
tion to the POD. By application of the proper orthogonal decom-
position to the fluctuating velocity field u, we write

ux,1) = X a"(0) 4" (x) (1)
n=1

where ¢" represents the empirical eigenfunctions and @" as the
associated POD modes. The POD modes a” have zero mean since
they are extracted from the fluctuating field. Their variance (or
average energy) is \". By definition, the temporal coefficients or
POD modes a"(t) are determined by projecting the velocity field
over the spatial eigenfunctions

a'(f) = f u(x,1) . ¢"(x)dx (2)
Q

[T}

where “.” represents an appropriate scalar product.

If the flow is statistically homogeneous in the horizontal direc-
tions, as is the case for the turbulent channel flow, POD modes
can be shown to coincide with Fourier modes, and the decompo-
sition will be written in Fourier space

u(ey.2.0) = 2 2 uly. e TR (3)
Ik

where x=(x,y,z), L, and L. are the periodic dimensions of the
flow, i=\-1, and

wp(y.0) = 2, 2 2 ap( () 4)
n=1 1 k

The POD modes are obtained from

aylt) = f up(y,1) . ?Tﬁ(y)dy (5)

where * represents the complex conjugate.
For a given truncation N, given a velocity field  on €),, our
goal is to find #*im¥ed on )}, such that

N
Iéeslimattd()_c,t) = E an(l) (,_bn()_c) (6)

n=1

such that

f |u(x, 1) — w4 (x, 1) *dx
10}

is minimum. This defines a least mean squares problem, and the
solution is such that

J WS 1) () dy = f u(x,1) . ¢"(x)dx (7)
Q 2

2

which is equivalent to finding {@",n=1,...,N} such that

)

B, =/ chi)’”()_c).cﬁ”()_c)d)_c represents the correlation of the empiri-
cal eigenfunctions on the information domain. On the full domain,
one has

w(x,n) - F'()dx= >, @ (1) f P - F@Wdx  (8)
m Q,

2

f ¢"(x) . $'(x)dx =6, )
[9)

where &, is the Kronecker symbol. We naturally have -1
<B,.<l1.
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Table 1

The numerical test cases

Domain size  Domain resolution POD in
Case Code Re.  (Ly,Ly.L,) (Ny,Ny,N,) x and z v (+) v, (+)
1-a  DNS (finite differences) 180 (4,2,4m/3) (96,96,96) Physical 50 70
1-b DNS (spectral) 180 (4,2,47/3) (96,65,96) Spectral 50 70
2 LES 550 2m,2,m (128,65,64) Spectral 50,100,150 200

If we consider exclusively the influence of the information b",
where

b"= f u(x,1) . ¢"(x)dx (10)
Q

2
on the estimation of the mode a”, one can show by comparing the
full and the truncated system that the effect of the truncation at
order N is to introduce an error "

B,
= >, —gr (11)
p=>N Bun

Since the modes are uncorrelated, the relative variance of the error
is

Var[e" B, >\
3 Bl 02)
A p>N |Bnn| A
Using the Schwarz inequality
Byl = BB, (13)
we have
Varle"] B N 1 N\
N B N B N

nnp>N nnp>N

The error is therefore related to the decrease in the POD spectrum
and also to the strength of the partial autocorrelation B,,,, which
corresponds to the scalar product of the structure with itself on the
information domain. In particular, if B,,,~ 0, the error may not be
small. B, represents the autocorrelation of the nth structure lim-
ited to the information domain (),, in other words, the relative
energy or signature of the structure in the outer layer.

In the case of spatial homogeneity, the derivation is similar and
the system is now solved for each Fourier mode (1,k)

(15)
B =S50

By"ay = by,
where b= [{2up(y.1). gy (v.0)dy
(. 0)dy

It now remains to determine appropriate values for y; and y,.
With some arbitrariness, we chose to set the upper boundary of the
full domain at 0.4h, where & is the channel half-height. Given that
we are considering numerical simulations at relatively low Rey-
nolds numbers, this means that the entire study is conducted in the
buffer layer (y, and y,>y, will be in the range of [40,200] wall
units). Earlier POD analyses [26,29] pinpointed counter-rotating
streamwise vortices, whose center was found to be about at y+
=65. Although typically, only about 10% of the boundary layer
height can be considered to scale universally in wall units [30], we
will exclusively use wall units throughout the paper.

The reconstruction method is based on the knowledge of spatial
second-order statistics (as the POD eigenfunctions are extracted
from the decomposition of the spatial autocorrelation tensor). This
requirement is a strong limitation for the estimation, since it
means that direct numerical simulation or an experiment has to be
carried out a priori. Identifying universal characteristics in the
wall region could precisely help circumvent this limitation, so that
one could for instance imagine that the spatial eigenfunctions
could be extrapolated from a simulation carried out at a lower

and
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Reynolds number. However, such a derivation is outside the scope
of the present paper and will be left for future work.

We now add a few more definitions. In the rest of the paper, we
will call the projected field the projection of the fluctuating flow
field onto a truncation of the POD basis

N
w(x,0) =2, d"(1)¢"(x) (16)
n=1

where

a'(t) = f u(x,1) . ¢"(x)dx (17)
Q
In contrast, we will call the reconstructed field the combination of
spatial eigenfunctions modulated by a temporal amplitude (POD)
estimated from the information domain
N

wR(x,0) = 2 @0 ¢'(x) (18)
n=1
where a@"(¢) is an approximate solution of
B"a" =b" (19)

where B and b have been defined previously. Equivalent defini-
tions hold in spectral space.

3 The Numerical Test Cases

We studied two different Reynolds numbers (R.=180 and R,
=550, where R,=uh/v is the Reynolds number based on the
channel half-height 4 and friction velocity u,). For the lower Rey-
nolds number, we used two different simulation codes, which al-
lowed us to test the robustness of the reconstruction procedure.
We also applied the reconstruction method in the physical (case
1-a) and spectral space (case 1-b). Only the spectral method was
used at the higher Reynolds number (case 2). The characteristics
of the different test cases are summarized in Table 1.

3.1 Direct Numerical Simulation of a Channel Flow at
R.=180

3.1.1 Method of Snapshots. The first case is the direct numeri-
cal simulation of a channel flow at R, =180. It was obtained with
the code OLORIN, which is based on the numerical method used by
Gadoin et al. [31]. Momentum equations are discretized with a
finite volume approach on a staggered structured grid with a
second-order approximation in time and space. Advection fluxes
and viscous terms are calculated with a second-order centered
scheme. The time discretization is a backward Euler. The viscous
terms are treated implicitly with the Adams—Bashforth scheme.
Momentum equations are integrated using an alternating direction
implicit (ADI) method [32]. The incompressibility of the velocity
field is enforced by using a projection method to compute a cor-
rection term to the velocity field. The correction term is obtained
from the solution of a Poisson equation.

The dimensions of the box are (L,,L,,L)=(47,2,47/3)h,
where / is the channel half-height. The number of grid points
was taken to be 96 in each direction, with a regular grid in the
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horizontal direction and a hyperbolic mesh in the wall-normal
direction.

To compute the empirical eigenfunctions, we used 300 snap-
shots separated by one integral time scale of U./h, where U.. is the
velocity at the center of the channel. No additional symmetry was
imposed to the flow by deliberate choice (see Sec. 3.1.2).

Due to the relatively small total height of the boundary layer,
the total extent of the domain was taken to be 0 <y+ <70. The
measurements were limited to the region 50 <y+ <70, which cor-
responds to the buffer layer.

3.1.2 Spectral POD. We also used another DNS code, which
was validated and used in previous studies [27,33-35]. As will be
seen in Sec. 3.2, using a different code allowed us to test the
reconstruction procedure for realizations that did not belong to the
basis of the snapshots. The Reynolds number and the domain size
are kept the same. The code is based on a spectral formulation,
with Fourier modes in the streamwise and spanwise directions x
and z, and Chebyshev modes in the wall-normal direction y. We
used 96 modes in both horizontal directions and 65 modes in the
wall-normal direction. Periodic boundary conditions are imposed
in the horizontal directions. The linear terms are discretized with a
Crank—Nicolson scheme. A low-storage third-order Runge—Kutta
scheme is used to advance the nonlinear terms in time.

By deliberate choice, the spatial eigenfunctions obtained with
the method of snapshots did not reflect the symmetries of the flow,
which include invariance by translation in both horizontal direc-
tions and by reflection with respect to a longitudinal plane. We
note that it is, in general, possible to include symmetries by add-
ing “symmetrized” snapshots. However, if statistical homogeneity
is enforced, POD modes coincide with Fourier modes, and we can
directly compute the autocorrelation tensor in Fourier space. The
eigenproblem is then solved in the wall-normal direction for each
wavenumber pair [29].

We obtained flow realizations from the numerical simulation
based on this spectral code. We used over 200 fields sampled at
intervals of three integral time scales i/ U to compute the auto-
corrrelation tensor. As in Sec. 3.1.1, the Reynolds number and the
box dimensions were kept the same, the POD was applied to the
region 0 <y+ <70, and the information was also limited to the
region y+ € [50,70].

3.2 Large-Eddy Simulation of a Channel Flow at R _=550.
In order to be able to attribute some generality to the reconstruc-
tion results, we consider another test case at a higher Reynolds
number with R =550. The velocity fields were extracted from a
large-eddy simulation, based on a numerical code developed by
the Laboratoire de Mécanique de Lillle. For space discretization,
fourth-order central finite differences are used for the second de-
rivatives in the streamwise x-direction. All first derivatives of the
flow quantities appear explicitly in the time-advancing scheme,
and the first derivatives in x are discretized using eighth-order
finite differences. The Chebyshev-collocation is used in the wall-
normal y-direction. The transverse direction z is assumed periodic
and is discretized using a spectral Fourier expansion with N,
modes, the nonlinear coupling terms being computed using the
conventional dealiasing technique with M >3N_/2. For time-
integration, implicit second-order backward Euler differencing is
used; the Cartesian part of the Laplacian is taken implicitly,
whereas an explicit second-order Adams—Bashforth scheme is
used for the nonlinear convective terms. The three-dimensional
system uncouples into N, two-dimensional subsystems and the
resulting 2D-Poisson equations are solved efficiently using the
matrix-diagonalization technique. The dimensions of the numeri-
cal domain are (L,Ly,L,)=(2m,2,mh, where h is the channel
half-height. 128 grid points were used in the streamwise direction
and 129 in the spanwise direction. 65 Chebyshev modes were
used in the wall-normal direction. The flow is symmetric with
respect to the longitudinal plane xOy, where O is the center of the
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Fig. 2 Energy of the real and reconstructed POD modes

channel at each instant in time. The eddy viscosity is based on a
dynamic Smagorinsky model [36] with the modification of Lilly
[37]. Validation of the code was carried out and is reported in Ref.
[38].

We applied the direct version of the POD to the fluctuating flow
field, assuming statistical homogeneity in the streamwise and
spanwise direction so that the reconstruction could be carried out
directly in Fourier space.

The POD was carried out based on 200 realizations of the ve-
locity field, sampled at about 1 integral time scale. The wall-
normal extent of the region ) was 220 wall units, which corre-
sponds to about 40% of the total channel height, which represents
about the same fraction as in the case at R,=180. We found that
25 modes captured more than 99.9% of the energy and five modes
over 95%. Tests for the reconstruction procedure were carried out
with three different layer heights were considered: y,
=50,100, 160. We typically used 25 modes for the reconstruction,
although results were not significantly altered when only five
wall-normal modes were included.

4 Results

4.1 Flow Reconstruction in the DNS R_=180 Case With
the Method of Snapshots. The snapshot-based POD spectrum is
shown in Fig. 2, and is compared with that obtained by applying
the reconstruction procedure. The decrease in the POD spectrum
is relatively slow. The reconstruction method clearly provides an
adequate energy content of the POD modes. The correlation coef-
ficient between the real and the reconstructed modes is plotted in
Fig. 3 and is on the order of 0.9 for all modes.

To evaluate the relevance of the estimation, we compared pla-
nar sections of the real field with its reconstruction. Figure 4 com-
pares the real and the reconstructed fields on the plane y+=45,
which is just below the domain over which the measurements are
obtained. We computed for each ith component of the velocity the
relative error

[l (x,2,9,0) = U (x,2,y,0)|Pdxdz
i y i y

f Jlti(x, 2,y 0|2

The relative error was found to be on the order of 30% for the
streamwise, wall-normal, and spanwise components, and the cor-
relation coefficient between the fields on the order of 0.8. These
results constitute a quantitative measure of the information in the
near-wall region, which can be obtained from the outer region at

X z

e (20)
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0.96 the present Reynolds number. Note that the error is the same for
all components, while one would have expected the POD-based
reconstruction to be biased toward the most energetic component,
i.e., the streamwise component.

The calculation was performed again on the plane y+=10,
which is the extremity of the so-called viscous sublayer, away
from the information domain. The velocity on the plane y+=10
was found to be well correlated with the wall shear [27], as can be
seen in Fig. 5. The relative error levels and correlation coefficients
were found to be the same than on the plane y+=50. This result
may appear surprising, as there seems to be no loss of information
as one moves further away from the information domain. How-
ever, this particular test is in some sense biased, since the field that
is estimated is also one of the snapshots of the database, so that it
can be exactly described by the basis of spatial eigenfunctions.
The method of snapshots embeds the POD spatial basis in the
linear subspace spanned by a number of independent realizations
of the flow, and each spatial eigenfunction is a linear combination
Fig. 3 Correlation coefficient between the real and the recon- of a particular set of flow realizations.
structed POD modes In order to evaluate objectively the reconstruction procedure,

we need to apply it to a field, which does not belong to the origi-
nal subset of snapshots. We note that, since the Reynolds number
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Fig. 4 Plane reconstruction of a flow realization at y+ =45: (a) real u, (b) reconstructed uF, (c) real v, (d) reconstructed v#,
(e) real w, and (f reconstructed w”?
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Fig. 5 Plane reconstruction of a flow realization at y+=10: (a) real u, (b) reconstructed uf, (c) real v, (d) reconstructed v#,
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is low (R,=180), the box dimensions are small in wall units, and
the correlation time scales are very long so that a given realization
from the simulation is likely to remain close to the space spanned
by the snapshots.

For this reason we used a flow realization obtained from a
totally different simulation. The Reynolds number and the numeri-
cal box dimensions were kept the same. Since the wall-normal
positions are different as we use a Chebyshev grid in the present
code, while the OLORIN wall-normal grid is based on a hyperbolic
tangent stretching function, the flow field was interpolated on the
OLORIN mesh in the wall-normal direction in order to carry out the
reconstruction.

The correlation between the reconstruction and the projection
was respectively 0.84, 0.65, and 0.6 at y+ =45 for the streamwise,
normal, and spanwise components, and 0.6 at y+ =10 for all three
components, which appears to indicate that the POD modes char-
acterizing the full domain can be relatively well estimated from
the information domain alone at the present Reynolds number.
However, the correlation between the reconstruction and the real
field was close to zero for all three components at y+=10. This
reflects the fact that the real field does not coincide with its pro-
jection. A spectral analysis of the field shown in Fig. 6 confirms

041202-6 / Vol. 132, APRIL 2010

that the projection contains less energy than the real flow, while
the spectrum of the reconstructed field agrees well with that of the
real flow. The only discrepancy for the spectra is observed in the
high-wavenumber range of the streamwise velocity component,
which we attribute to the limitations of the second-order spatial
discretization. The discrepancy between the reconstructed and the
projected fields suggests that the projection misses some energy
from the reconstruction domain, i.e., the region close to the wall.
Further analysis of the error in the spectral space is carried out in
Sec. 4.2.

4.2 DNS at R_=180—Spectral POD

4.2.1 Structure of the Partial Autocorrelation Matrix B)J". The
spectral POD modes were estimated by solving the linear system
(15). Figure 7 shows the value of the diagonal term of the partial
autocorrelation matrix B;'k”’ for the first wall-normal mode, which
contains about 60% of the total fluctuating kinetic energy [39].
The diagonal term represents the relative energy of the first eigen-
mode on the inner portion of the layer. A striking result here is the
self-similar structure of the partial autocorrelation matrix. On one
hand, low-order modes corresponding to large spanwise structures
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direction

and smaller, more isotropic structures have a signature close to 1
in the outer layer, while on the other hand, smaller spanwise struc-
tures elongated in the streamwise direction have a signature close
to zero, which means that they are confined to the inner wall
region.

The “frontier” region, which one can define as the region over
which the partial autocorrelation falls from 0.9 to 0.1, is relatively
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confined in wavenumber space and extends over a range of wave-
numbers (k,,k,), such that

ko+ ak, <k, <ky+ Bk,

with @~ 1.27 and B8~2.08, and k, corresponds to a length scale
of 62 wall units, which is comparable to the height of the inner
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layer y;. We point out that all spectral plots shown in the paper are
based on wavenumbers expressed in wall units (kv/u,). As men-
tioned earlier, the POD eigenfunctions are inherently three-
dimensional, so that it is not possible to split the contribution of
vortices and streaks. However, we also computed separately the
partial autocorrelation for each component of the velocity, and
found in all cases the same characteristics as reported above. Al-
though it is difficult, in the absence of phase information, to relate
a linear combination of Fourier modes with localized eddies, it
appears that the structure of the partial autocorrelation matrix de-
scribed above agrees with a number of observations. Near the
wall, motions corresponding to the “legs” of the hairpin vortices
tend to be streamwise invariant, while the “heads” of the vortices
further up in the layer correspond to spanwise invariant motions.
The fact that energy-containing, streamwise invariant structures
are almost entirely confined to the inner region is consistent with
Jiménez and Pinelli’s [40] evidence of autonomous dynamics in
the wall region y+ <70. Computation of the partial autocorrela-
tion matrix Bl'k1 allows us to quantify in Fourier space the view of
these authors, conjectured in Ref. [40] and substantiated by fur-
ther work [41], according to which “the autonomous wall layer
would form by itself long structures, and [...] the effect of the
outer flow is to break these long structures into pieces which are
shorter than a given length.”

The structure of the partial autocorrelation is also consistent
with the attached eddy model of Townsend [17], and the proposi-
tion that eddies attached to the wall grow in proportion to their
distance from the wall in a self-similar fashion. It also supports
the observation of Rajaee et al. [42] that the mean streak spacing
scales linearly with the wall distance very close to the wall in the
region y+ <<30. This is in further agreement with Tomkins and
Adrian [24], who also found that structure spacing grows linearly
with the distance from the wall, and that energetic modes grow at
similar rates in x and z. The value of the scale ratio between the
streamwise and the spanwise direction matches the aspect ratio of
1:2 for vortex clusters identified in the logarithmic layer by del
Alamo et al. [9]. The characteristics of what they call “tall-
attached, clusters” were found to be Ax=6y., Az=3y., Ay=2y,,
which match our findings well, even if these are limited to the
buffer layer. We also note that the range of wavenumbers k, <k,
was identified as one where transient linear energy amplification
can occur [43].

The partial autocorrelation matrix Bl'k1 also provides a detailed
picture of the energy transfer between spatial structures. Podvin
[35] recently considered a set of POD modes {a},}, with |I| <L and
|k| <K, and computed the contribution of the unresolved modes

041202-8 / Vol. 132, APRIL 2010

k. =2nly k

¥

ko= 2k + kg

Fig. 8 Spatial distribution of the first-order POD eigenfunc-
tions as a function of the wavenumber—arrows indicate the
possible direction of the average energy transfer across the
horizontal plane. Energy transfer to higher-order wall-normal
modes is not represented.

Ti to the dynamics of that set. This contribution comes from the
nonlinear term in the Navier—Stokes equation and can be repre-
sented with a spectral eddy viscosity

T = Via

The sign of VZ,; determines whether the unresolved modes are ex-
tracting energy or providing it to the mode allk. Examination of vlTk
showed that energy was being transferred from elongated, narrow
structures (i.e., streamwise invariant, high spanwise modes) to-
ward wavy, wider structures (streamwise modes with a relatively
low spanwise variation) for the first wall-normal mode. This en-
ergy transfer was computed over the full layer height 0<y+
<70. Examination of B,lk1 suggests that this global transfer can be
broken down into a cascade of interactions across successive hori-
zontal planes between structures characterized by a narrow,
height-dependent band of wavenumbers. Figure 8 describes this
process (to be compared with Fig. 22 in Perry and Chong’s paper
[3]). Most of the transfer over a given plane y occurs between for
allk, such that k, ~ 2k, + ko with ky~ 2/y. A major contribution to
the generation of small scales comes from the destabilization of
the streamwise invariant structures (0,ky) by the modes of the
form ay, verifying k, ~ 2k, +k.

4.2.2 Flow Reconstruction. In the context of the method of
snapshots, the matrix was found to be diagonally dominant, and
each mode a" was solved for independently from each contribu-
tion b". In other words, the influence of other wall-normal modes
was considered irrelevant, which seems like a valid approxima-
tion, to the extent that the POD modes are uncorrelated. In fact,
we found that solving the system Bj;"aj=bj,, assuming that By
was diagonal-dominant, i.e., setting for each (I,k,m), aj
=bﬂ/ }',i, yielded a more accurate estimate than solving for the
full system, even when By, was no longer diagonal-dominant.

The energy of the reconstructed and the true POD modes is
plotted in Fig. 9 (the energy maxima are in the upper-left corner of
the pictures). We observe an overestimation of the energy in the
lower-right region, which corresponds to wavenumbers of the
form k,>ko+2k,. This error is due to the fact that these modes
have almost no energy in the reconstruction domain and are there-
fore barely detectable there. This issue will be further addressed in
Sec. 4.3.

Figure 10 shows the correlation coefficient between the recon-
structed and the exact POD mode for the first wall-normal eigen-
function. As could be expected, the temporal correlation between
the POD modes roughly matches the spatial autocorrelation of the
corresponding structures over the limited domain. It is high for
wavenumbers, such that k, <ky+2k,, and very low for wavenum-
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Fig. 9 Amount of energy in the first wall-normal mode-log
scale representation: (a) real POD mode |a}k|2, and (b) recon-
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bers, such that k, > ky+2k,. We note that the value of 2 found here
is merely indicative. The physical significance of this ratio is still
unclear to us, although we believe it could be related to the de-
velopment of the streamwise instability as it is convected by the
zero streamwise structures. Let us consider the zero streamwise
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Fig. 10 Correlation coefficient between the real and the recon-
structed first wall-normal POD mode aj,
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Table 2 Correlation coefficient between the components of
the velocity field corresponding to Figs. 11 and 12

y+ u v w
40 0.67 0.80 0.68
10 0.44 0.41 0.52

field U%%:l_/g’io(y,t)ezi”koz. We consider perturbations of that
mode of the form i ; =u; 4 (v,1)e2 k2 Let us assume that
X2 Xz

the rate of convection of the fluctuation by the zero streamwise
modes is the same in the streamwise and the spanwise direction

(21

d d

J(U{zw”i”f J(Ullwuiui
3 1

Using the form of the perturbations to evaluate the partial deriva-

tives, this means that

| 27k UM wa)| ~ |27k, U ugu; + 2 1wk U g, | (22)

or

It now remains to estimate the relative value of Uéw and U’lw .
Following Hinze [44], the ratio of the streamwise and spanwise
turbulent characteristic intensities is close to 3 at the wall, and
falls down as one moves away from the wall. Over the distance of
0.4h, from Fig. 7.17 in Ref. [44], this ratio is closer to 2.
Reconstruction of instantaneous flow fields was carried out on
the planes y+ =40 and y+=10. Table 2 shows average correlation
coefficients for each component of the velocity field. The correla-
tion for each velocity component is on the order of 0.7-0.8 at y
+=40, which is quite satisfactory, and remains larger than 0.3
down to y+=10 for all three velocity components. The relative
excess energy in the reconstruction, which was apparent in Fig. 9,
is computed in Table 3 for each component of the velocity field.
Only one wall-normal mode is considered. Overall, 30% excess is
measured in the streamwise component, which is also the most
energetic. The largest discrepancy (200%) is observed for the
wall-normal component. As both Figs. 11 and 12 show, the larger-
scale patterns are well recovered, while the error is entirely con-
centrated in the overprediction of intense, highly localized events.
These events appear to correspond to the well-known ejections of
low-speed fluid, associated with the bursting cycle and the pro-
duction of turbulence, which originate very close to the wall [45].
The upper layer provides almost no information on the details of
these ejections, in agreement with conventional views [46,47].

4.3 LES at R,=550

4.3.1 Flow Reconstruction at R,=550. Figure 13 shows the
correlation coefficient between the estimated and the recon-
structed POD modes allk as a function of the streamwise and span-
wise wavenumber for all three layer heights. The correlation natu-
rally improves as y; is decreased. The general shape of the
correlation coefficient is similar for all values of y;, and is also
similar to that found for the DNS at R,=180, namely, it is very
high (over 0.9) for the largest, most energetic scales, but falls
down rapidly for smaller scales elongated in the streamwise direc-

Table 3 Energy ratio between the reconstructed and the pro-
jected field for each component of the velocity field corre-
sponding to Figs. 11 and 12

y+ u v w
40 1.42 2.07 1.6
10 1.24 1.74 1.95
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Fig. 11 Comparison of the reconstructed and projected wall-
normal velocity at y+=40—contour lines are at -0.08U,
-0.04U,0,0.04U, where U is the streamwise velocity at the cen-
ter of the channel: (a) v* and (b) v

tion. The drop is particularly sharp for the most energetic wave-
numbers. As was also observed in Sec. 4.2, Fig. 14(a) shows that
the abrupt decrease in the temporal correlation of the POD modes
is associated with the low energy of the corresponding spatial
structure over the information domain. In other words, all struc-
tures associated with wavenumbers (k,,k.), such that k. >2k,
+k, are confined to the lower wall region.

As in the case with R,=180, the correlation coefficient ap-
peared to vary sharply for modes of the form akx+ky<kz
< Bkx+kgy, where k; depended on the height. We found a=1.67
and 8=2.22 along the frontier domain over which the partial cor-
relation decreased suddenly. These values are close to the average
spanwise to streamwise wavenumber ratio of about 2, found in
Sec. 4.2, and matches the 1:2 ratio observed in the DNS of del
Alamo et al. [9]. The respective values of k, were found to cor-
respond to scales of 56, 87, and 155 wall units for values of y; of
50, 100, and 160 wall units. The limiting spanwise wavelength
therefore appears to vary linearly with the layer height. This find-
ing is in agreement with Morrison and Kronauer ’s [ 7] observation
of self-similar waves in the logarithmic layer, as well as in the

Fig. 12 Comparison of the reconstructed and projected wall-
normal velocity at y+=10—contour lines are at -4.1075U,
-2.10%U,0,2.1075U, where U is the streamwise velocity at the
center of the channel: (a) v? and (b) v?
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Fig. 13 Correlation coefficient between the real and the recon-
structed first wall-normal mode a}k: (a) y,=50, (b) y;=100, and
(¢) y;=160

sublayer. They found that the intensity of these waves reached a
peak at a height 4., scaling with their wavelength, such that 4.
=0.6/ (kﬁ+k§) 12 A rough estimate for the full extent of the waves
can then be given by 24., which corresponds to the values for &
we observe for the autocorrelation.

Examination of the corresponding diagonal term for the second
wall-normal mode in Fig. 14(b) reveals a picture similar to that
obtained for the first mode. Modes such as k,<k)+2k, are con-
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fined to the inner layer, with kj> ko, while modes invariant or
quasi-invariant in the spanwise direction can be observed in the
outer region. At a given wavenumber, second-order eigenmodes
tend to be distributed over a larger, more diffuse portion of the
wall region than the first-order ones, and are typically character-
ized by several peaks in the wall-normal direction.

Figure 15 compares the real and the reconstructed streamwise
velocity on the plane y+ =90 for the value of y; equal to 100. The
position and intensity of the low-speed streaks is well recovered
by the reconstruction procedure, although some slight discrepan-
cies can be observed in the smallest scales. For all three values of
y1, we computed the correlation coefficient between the estimated
field and the projection of the real field on the POD modes. The
correlation coefficient was computed separately for each compo-
nent of the velocity field. Results are displayed in Fig. 16. We first
observe that each component is about equally well reconstructed
with the reconstruction procedure, even though, as mentioned be-
fore, the POD is an energy-based extraction technique, and there-
fore, is expected to give more weight to the streamwise fluctua-
tion. The correlation for the streamwise component is observed to
be the highest in the information domain, but this is not true in the
estimation domain. As should be expected, the correlation de-
creases with the size of the information domain. When y; =160,
the correlation between the reconstructed and the projected field is
on the order of 0.7-0.8 for the streamwise and wall-normal com-
ponents, and only 0.5-0.6 for the spanwise component within the
information domain. This reflects that relatively energetic POD
modes ¢y, with a spanwise wavelength A\, <y, cannot be well
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recovered, while there is nonetheless a significant amount of en-
ergy in larger scales A\,>y, as observed by Tomkins and Adrian
[24], which results in strongly positive values for the correlation.

The correlation for each velocity component also decreases
with the distance to the wall in the reconstruction domain. The
average rate of decrease appeared to be roughly the same for all
three values of y;: averaging over the three velocity components,
the correlation fell by 0.15 over 40 wall units, 0.3 over 90 wall
units, and 0.5 over 150 wall units. This is consistent with the idea
that, as y decreases in the reconstruction domain, modes (k,,k.),
such that k,~ 2k, +27/y, suddenly become detectable and make
up a new contribution to the estimation error. This extra contribu-
tion scales like the turbulent velocity at that height, which results
in an approximately constant relative error. The lowest value of
the correlation for all three components at y+=10 was still sig-
nificant (0.35) for y;=160. In this last case, we note that the
correlation between the fields is still significant, despite evidence
[48] that flow organization in the upper region y+ > 160 is mark-
edly different from that in the lower region. However, our results
are in agreement with Tuktun’s [49], who identified persistent
structures extending over the full layer height.

4.3.2 Improving the Estimation of Near-Wall Modes. Figure
17 shows the repartition of energy in the first wall-normal POD
mode, and Fig. 18 compares the repartition of energy in the re-
constructed fields for all layer heights. As was observed in Sec. 2,
there is a clear overestimation of the energy at wavenumbers in
the right-hand corner of the picture, which corresponds to struc-
tures of relatively long streamwise extent and short spanwise di-
mensions. The signature of these structures in the outer layer is
very weak, which results in an ill-conditioned system. As the first
line of Table 4 shows, assuming that the correlation matrix By is
diagonal, leads to an overprediction of the energy in the modes, an
effect which increases with y;.

A particularly efficient technique to solve ill-conditioned linear
systems is based on singular value decomposition (SVD). We
briefly summarize the technique here and refer the reader to Ref.
[50] for more details. The idea is to use the singular value decom-
position of the matrix By, which can be written as the product
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By, =UDVT
where U and V are unitary, and D is diagonal
D = diag[d,]

where d;=0. Solving the system Ba=b for a (the suffix Ik has
been dropped) can be obtained by computing a=VD~'U”b, where

(24)
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D7'=[1/d;]. An ill-conditioned matrix B is characterized by a
large ratio between the largest and the smallest of d;. A small
value of d; corresponds to an almost singular direction for the
matrix B, and may therefore be associated with spuriously large
values in the vector a. The idea is therefore to construct a residual
solution, which excludes this nearly singular direction by setting
the ith diagonal term of D~! equal to zero. The method is effec-
tive, but requires computing the SVD of a matrix at each wave-
number, which is cumbersome.

This motivated us to consider a simpler, physics-based ratio-
nale. However, as Fig. 14(b) shows, the partial autocorrelation of
higher-order wall-normal modes remains non-negligible over a
larger spectrum of wavenumbers. The idea was therefore to solve
independently the higher-order modes with a non-negligible sig-
nature

n

- _ b
k= pn > n=2
Ik

then to replace their estimations in the equation for the first wall-
normal mode

1 m_m
by - 2 Bjay
~1 n>1
ap = ”
Ik

We compare our estimate with the one obtained by application of
the SVD technique described above. Both estimates were closer to
the real POD mode than the solution corresponding to the direct
inversion of Bj. Comparison of Fig. 18 with Fig. 19 shows that
the energy in the first wall-normal mode is significantly reduced
for wavenumbers (k,,k,) verifying k> ko+2k, (lower-right corner
of the picture) when the effect of higher-order modes is taken into
account. Table 4 indicates that the total energy of the estimated
POD modes \a}k|2 became comparable to that of the real ones
when the correction term was applied. Although the phase infor-
mation of the first-order modes was not completely recovered, we
found that the correlation coefficient between the exact and the
estimated POD mode remained essentially unchanged by the
higher-order correction. This suggests the existence of a feedback
for these high spanwise wavenumbers between the higher-order
modes, which represents motions with several peaks in the wall-
normal direction, and the first-order mode, which corresponds to a
pair of streamwise rolls associated with longitudinal streaks.
Higher-order eigenmodes thus appear to be involved in the regen-
eration of the streamwise invariant structures. The idea that the
formation of longitudinal vortices is conditioned from “back-
ground” turbulence is consistent with the model of Hamilton et al.
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[51], in which the streamwise invariant vortices are regenerated
through nonlinear interaction of the streamwise modes, which
themselves arise from an instability of the streamwise invariant
streaks.

5 Conclusion

We have used a reconstruction technique to estimate the flow in
the inner wall region based on measurements in the upper buffer

Journal of Fluids Engineering

Table 4 Energy ratio between the reconstructed and the real
POD mode 3 ,a}?/= ] a2

Vi 50 100 160
Diagonal form 1.24 2.03 3.70
Correction term 1.00 1.12 1.40

layer (or information domain), with the goal to obtain insight
about the organization of the flow. The reconstruction procedure is
based on the relative energy or signature of the proper orthogonal
decomposition eigenfunctions in the information domain. Differ-
ent versions of the POD were used to compute an estimate for the
velocity field. The quality of the reconstruction procedure was
found to depend on the adequacy of the POD basis to represent
the flow, and in particular on the correct representation of small
scales. When the field lay outside the linear span of the snapshots
used to compute the POD basis, the spectral energy content of the
reconstructed structures was correctly predicted, but the phase in-
formation was lost and the reconstructed flow was no longer cor-
related with the real flow close to the wall.

The estimation error was analyzed in the fully spectral POD
space. The estimation of POD modes at a given wavenumber is
found to depend on the signature of the corresponding spatial
structures on the information domain. The same self-similar trends
were observed for a DNS at R,=180 and a LES at R,=550, which
gives us some confidence in their generality.

Our results appear to be an independent confirmation of
Townsend’s hypothesis, as formulated by Perry and Chong [3],
that “the eddies that contribute strongly to the Reynolds shear
stress at a given height scale with that height and are therefore ...
attached to the wall.” For the first-order wall-normal mode in
particular, we observe that elongated structures with short span-
wise wavelengths were concentrated in the inner region, while
those with shorter streamwise wavelengths and/or larger spanwise
wavelengths were dominant in the outer region. The limiting set
of wavenumbers (kx,kz) for which the partial autocorrelation var-
ies sharply consists of a narrow region centered around wavenum-
bers of the form kz ~ 2kx+k,, where k( roughly corresponds to the
height of the inner layer y; for the range of y; considered. Energy
transfers across the plane y; occur mostly between modes belong-
ing to this narrow region.

It was also found that the first-order wall-normal POD modes
corresponding to narrow, elongated structures (small k, and large
k) were best estimated if the effect of higher-order wall-normal
structures was taken into account. This tends to support the exis-
tence at these wavenumbers of a feedback mechanism from
higher-order modes to the lowest-order one, corresponding in
physical space to the sweeping of diffuse, less organized motions
toward the wall, and probably related to the regeneration of the
streamwise vortices.

All the way down to the wall, the energy of the reconstructed
field was found to be reasonably close to that of the real field, and
each component of the reconstructed field was relatively well cor-
related with the projection of the full velocity field. For all the
values of y; that were considered, the correlation was found to
remain significant down to the near-wall. This to us constitutes
evidence of organized coherent motions extending over the entire
buffer layer. Further work is now required to determine if the
global picture of wall layer turbulence provided here by POD is
still valid in the full logarithmic layer (spanning several hundreds
of wall units).
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A review of predictive methods used to determine the frictional drag on a rough surface
is presented. These methods utilize a wide range of roughness scales, including roughness
height, pitch, density, and shape parameters. Most of these scales were developed for

regular roughness, limiting their applicability to predict the drag for many engineering
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flows. A new correlation is proposed to estimate the frictional drag for a surface covered
with three-dimensional, irregular roughness in the fully rough regime. The correlation
relies solely on a measurement of the surface roughness profile and builds on previous
work utilizing moments of the surface statistics. A relationship is given for the equivalent
sandgrain roughness height as a function of the root-mean-square roughness height and
the skewness of the roughness probability density function. Boundary layer similarity

scaling then allows the overall frictional drag coefficient to be determined as a function
of the ratio of the equivalent sandgrain roughness height to length of the surface.
[DOL: 10.1115/1.4001492]

1 Introduction

The most important unresolved issue regarding surface rough-
ness in fluids engineering practice is how frictional drag (for ex-
ternal flows) or pressure drop (for internal flows) relates to the
particular roughness topography. In other words, which roughness
length scales best typify a surface hydraulically? Researchers have
been working on this problem since the early experimental work
of Nikuradse [1] and Colebrook [2]. However, most previously
proposed roughness scales, discussed in detail later in this paper,
are not sufficiently robust and are valid only for regular roughness
or for a limited range of roughness types. What is needed in en-
gineering practice is some means of relating the rough surface
waveform to its frictional drag. In recent years, direct numerical
simulations (DNS) have further elucidated the understanding of
the underlying flow physics on rough walls (e.g., Refs. [3-5]). To
date, however, DNS computations have been limited to idealized
roughness types at a limited Reynolds number range, making
them incapable of resolving issues regarding appropriate scaling
for irregular three-dimensional roughness. Therefore, the need for
accurate predictive correlations in engineering practice remains.

One of the most commonly employed fluids engineering tools
is the Moody [6] diagram. This useful diagram relates the pressure
drop in a pipe to the relative roughness (i.e., the ratio of the
roughness height to the pipe diameter) and the Reynolds number.
Moody developed the diagram to be used for naturally occurring
roughness based on the results of Colebrook [2] for smooth and
rough pipe flow. However, recent results by Allen et al. [7] and
Langelandsvik et al. [8] show that the Moody diagram signifi-
cantly overestimates the pressure drop in the transitionally rough
flow regime for honed and commercial steel pipes, respectively.
This clearly indicates that the Colebrook roughness function used
in the formulation of the Moody diagram may not be applicable to
a wide range of roughness of engineering interest. Fortunately,
from an engineering standpoint, the Moody diagram likely gives a
conservative estimate of pressure drop for a given roughness in
the transitionally rough regime.

A more important issue regarding the Moody diagram is defin-
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ing the appropriate roughness length scale to use as the roughness
height. The diagram was developed using the equivalent sandgrain
roughness height k, [1]. However, k; for a generic roughness can-
not be accurately assigned a priori and must be determined experi-
mentally. The roughness values listed on the diagram for copper,
galvanized steel, etc., were determined from fitting a roughness
height to match a measured pressure drop from an experiment, or
in other words, determining k,. The question then is how the
height listed on the diagram relates to a physical roughness length
scale measured from surface topography. This is especially perti-
nent since many of the manufactured surfaces listed on the Moody
diagram do not have a consistent roughness. For example, some
surfaces are listed with a roughness height that spans an order of
magnitude. Additionally, the equivalent sandgrain roughness
height is unknown for numerous other surfaces of engineering
interest. As a result, one can only expect to obtain accurate results
using the Moody diagram if &, is known for the surface of interest
and the flow is fully rough.

The naval architecture community includes the effects of sur-
face roughness (e.g., paint, corrosion, and fouling) in an allow-
ance coefficient, which is added to the smooth surface friction and
residual (wave making) resistance coefficients when determining
the overall drag of a full scale ship [9]. The International Towing
Tank Committee [10] adopted the allowance coefficient of
Bowden and Davison [11] to be used with the 1978 ITTC perfor-
mance prediction line for ship resistance. This coefficient is a
function of the mean hull roughness, the average peak-to-trough
roughness height measured over 50 mm sampling lengths on the
hull surface, as compared with the ship length. This equation,
however, is not an accurate hull roughness penalty predictor since
it includes additional residual components of resistance predic-
tion, including model scale effects [12]. Townsin et al. [13] pro-
vided a formula for predicting the roughness penalty based on the
mean hull roughness and the Reynolds number. While the inclu-
sion of a Reynolds number dependence allows for calculations in
the transitionally rough regime, the roughness parameter is still
only based on a simple measure of the roughness height and does
not account for other roughness texture characteristics. These con-
siderations, along with a lack of accurate hull roughness measure-
ments, led the ITTC Specialist Committee on Powering Perfor-
mance Prediction [12] to conclude in 2005 that the methods used
to correct for hull roughness and fouling are of doubtful accuracy.

Computational fluid dynamics (CFD) has generally represented
rough surfaces by a smooth surface with modified boundary con-
ditions or near wall equations. Discrete roughness models include
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roughness as an additional drag term in the near wall momentum
equations. Using this approach, the effect of roughness is confined
to the near wall mean flow, not influencing the outer layer turbu-
lence. Alternately, roughness can be accounted for in the turbu-
lence by modifying the eddy viscosity models [14]. In this ap-
proach, a wall offset is included in the mixing length model that
produces a nonzero eddy viscosity at the wall. The mean flow log
region extends to this new origin. The amount of wall offset is a
function of an empirically determined hydraulic roughness length.
For the two layer approach, the wall layer model is patched to the
outer layer model by modifying the k boundary condition in the
k—& model, and the w boundary condition in the k— model [15].
In the fully rough regime, the proposed k—& [16] and k—w [17]
models do not require a wall function since the log layer extends
all the way to the wall. The common feature of all the models is
an empirically determined term to accurately account for the
roughness. Predictive correlations for a wide range of rough sur-
faces would provide computational models the necessary rough-
ness length scale.

The development of more accurate predictive correlations relies
on a robust database of experimental results that have accurate
frictional loss data and detailed surface topography information.
The approach taken in the present research is to expand on previ-
ous work that uses statistical moments of the surface profile, in-
cluding a wider range of three-dimensional roughness. Successful
correlation of the momentum deficit due to roughness with surface
statistics will provide a method of drag prediction based solely on
the surface roughness topography.

2 Background

The velocity deficit due to roughness has been represented in a
variety of ways, based on the smooth wall log-law profile. Equa-
tion (1) represents the effect of roughness by the roughness func-
tion AU* or the downward shift in the log-law profile

1
U+=;lny++B—AU’r (1)

where « is the von Kdrmdn constant and B is the intercept for a
smooth wall. This can also be recast into a relative roughness
form, Eq. (2), where k is a measure of the roughness height.

1 |
Ut = —h% +B—AU*+-Ink* )
K K

Atmospheric boundary layer analyses generally represent rough-
ness by a roughness length scale y,, which matches the smooth
wall log-law profile, as shown in Eq. (3). In this equation, d is the
zero-plane displacement, or the distance below the top of the
roughness where the mean flow is zero.

1 —-d
Ut = —ln(y ) 3)
K Yo

Equation (3) is only valid in the fully rough regime; thus y, is an
alternate scale that is similar to the equivalent sandgrain rough-
ness height k;, forcing collapse to a single profile in the fully
rough regime.

Figure 1 shows typical rough wall boundary layer profiles and
the corresponding roughness functions. The results presented are
from Flack et al. [18] for flows over sandgrain and mesh rough-
ness. The roughness heights for these surfaces are a significant
fraction of the boundary layer thickness, resulting in large rough-
ness functions. Similar roughness functions are obtained for the
mesh and sandgrain surfaces at approximately the same unit Rey-
nolds number even though the roughness heights differ substan-
tially. This indicates that the roughness height alone is not ad-
equate to scale the momentum deficit resulting from surface
roughness.

If the shapes of the mean profile in the overlap and outer region
of the boundary layer are similar for smooth and rough walls, then
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the roughness function can also be expressed as the difference in
skin friction for the smooth wall Cgg and the rough wall Cg, at the
same displacement thickness Reynolds number (Re ) as proposed
by Hama [19] and shown in

T O I Y
sw=(V2) -(VE) o @

This allows roughness function results from rough surfaces ob-
tained in the laboratory to be scaled up to full scale using the same
outer layer similarity arguments. Mean flow similarity can be
demonstrated through collapse of smooth and rough wall data
when plotted in a velocity-defect form. Similarity has been experi-
mentally verified by a number of researchers (e.g., Refs. [20-23])
including the present authors for a wide range of roughness types
[18,24-28]. A representative velocity-defect plot from Flack et al.
[18] for mesh and sandgrain roughness is shown in Fig. 2.
Ideally, the roughness function could be determined using a
correlation based on a physical measure of the surface roughness
instead of having to rely on laboratory hydrodynamic tests. The
challenge is to determine the proper scales obtained from surface
measurements that effectively correlate with the roughness func-
tion for a wide range of roughness types. Figure 3 shows the
relationship between the roughness function and the roughness
height for a variety of surfaces. For comparison, the uniform
sandgrain roughness results of Nikuradse [1] are also presented.
Three flow regimes are observed in Fig. 3. When the roughness
Reynolds number k* is small, the flow is hydraulically smooth
(i.e., AUT=0). In this case the perturbations generated by the
roughness elements are completely damped out by the fluid vis-
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cosity, creating no additional drag. As k* increases, the flow be-
comes transitionally rough. In the transitionally rough regime, vis-
cosity is no longer able to damp out the turbulent eddies created
by the roughness elements and form drag on the elements, as well
as the viscous drag, contributes to the overall skin friction. As k*
increases further, the roughness function reaches a linear asymp-
tote. This asymptotic region at large values of k* is the fully rough
regime. In this regime, the skin friction coefficient is independent
of Reynolds number, and form drag on the roughness elements is
the dominant mechanism responsible for the momentum deficit.
In Fig. 3, the peak-to-trough roughness height is used as the
roughness scale. A common roughness scale in literature is the
equivalent sandgrain roughness height k. This is the roughness
height that produces the same roughness function as the uniform
sandgrain of Nikuradse in the fully rough regime. Using the
equivalent sandgrain roughness height as the roughness height in
Eq. (2), and the log-law intercept for a uniform sandgrain surface

in relative roughness form ~8.5 (Eq. (2)), k, can be determined
for a given roughness from its roughness function AU* in the fully
rough regime using the following relationship:

1
B-AU*+-Ink =85 (5)
K

The equivalent sandgrain roughness height is then used as the
scale in Fig. 4. As expected, all surfaces asymptote to the same
line in the fully rough regime. It should be noted, however, that
k" is unable to collapse the surfaces in the transitionally rough
regime. Figures 3 and 4 highlight the fact that a single measure of
the roughness height, i.e., &, k,, and k,,,, is not able to collapse the
roughness function results in all regimes for a range of surfaces.

A number of questions remain regarding the relationship be-
tween the roughness Reynolds number and the roughness function
for a generic roughness. The value of k* (or k%) when the surface
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Fig. 4 Roughness function results for a variety of rough surfaces using kg
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roughness ceases to be hydraulically smooth has been shown to be
a function of the roughness type. Second, the shape of the rough-
ness function in the transitionally rough regime varies depending
on the roughness type and is not known for most surfaces. Addi-
tionally, the value of k* that defines the onset of the fully rough
regime is unknown for most roughness types. The transitionally
rough regime has previously been defined as 5<k,"<70, based
on the uniform sandgrain results of Nikuradse [1]. However, a
wide range of values has been reported in literature for other
roughness types. Ligrani and Moffat [29] reported that the transi-
tionally rough regime spans 15 <k, "< 50 for a packed sphere bed.
This range is reported as 3.5<k," <30 for honed pipe roughness
by Shockling et al. [30] and is given by the present authors [26] as
2.5<k," <25 for a similar surface created by surface scratches.
Langelandsvik et al. [8] indicated that the range of the transition-
ally rough regime is 1.4<k,*<18 for a commercial steel pipe.
Lewkowicz and Musker [31] found that the onset of the fully
rough regime ranged from k=17 to 40 for ship-hull roughness.
These disparate results for various roughness types clearly illus-
trate the difficulty of identifying scaling parameters that are appli-
cable in both the transitionally and fully rough regimes. As illus-
trated in Fig. 4, collapse in the fully rough regime at high
Reynolds numbers does not ensure that the transitionally rough
regime has been properly captured. In fact, Clauser [32] discussed
the difficulty of finding a roughness scale in the transitionally
rough regime stating that some roughness types produce rough-
ness functions with a monotonically changing slope while others
have inflection points.

3 Previously Proposed Roughness Function
Correlations

The development of correlations for the roughness function has
been an area of active research for many years. Correlations range
from simple models based on roughness height and pitch to more
complicated relationships that include density and shape param-
eters, as detailed below.

Bettermann [33] proposed a functional relationship between the
rough wall log-law intercept and a roughness spacing parameter
N\, where A=pitch/height of 2D transverse bars, as shown in Eq.
(6), for the range of A listed.

1
SN =B-AU"+—Ink*=17.35(1.165logijgc \—=1), 1=A=35
K

(6)

Dvorak [34] modified this relationship, using a density parameter,
A =total surface area/total roughness area, which is equivalent to
the spacing parameter of Bettermann for square bars. Dvorak
added another relationship, which extends the range of applicabil-
ity for more sparse roughness as follows:

SN =17.35(1.165 logigp A =1) 1 =N=4.68

f(\)=-5.95(1.103 logig A= 1) X >4.68 (7)

These correlations were developed using sandgrain surfaces
[1,35,36], mesh screens [19], staggered rows of spheres [37], and
square bars [33]. Simpson [38] modified the parameter further
using A\, =total surface area/total roughness frontal area normal to
the flow, showing reasonable agreement for spheres and cones
[39], staggered hemispheres [40], and machined groves [41].

Dirling [42] introduced a combined density and shape param-
eter A. Roughness density is included as the ratio of the average
element spacing d to roughness height k, whereas shape is ac-
counted for in the frontal area of a single roughness element A,
and the windward wetted surface area of a single roughness ele-
ment A;.

041203-4 / Vol. 132, APRIL 2010

(e ®

Dirling provided correlations for the ratio of the equivalent
sandgrain roughness height k,, to roughness height &, for two-
dimensional square rods, hemispheres, spheres, cones, right
angles, as well as Nikuradse sand.

k
f =0.0164A%"8, A =493
kS -1.90
e 139A7190 A > 493 9)

Sigal and Danberg [43] introduced the effect of roughness density
in a different manner, including S, the reference surface area be-
fore adding roughness, and Sy, the total frontal area of the rough-

ness.
Sv A -1.6
S AS

The following correlations were provided for two-dimensional
transverse roughness including bars, rods, and ribs.

(10)

k
;S =0.00321A,*7,  1.400 = A, = 4.890

k
;5 =8, 4.890=A,=1325

%:151.711/\;1-‘379, 1325 = A, =100 (11)
van Rij et al. [44] expanded the use of this parameter to three-
dimensional regular roughness, using the results of Schlichting
[39] for staggered patterns of spheres, spherical segments, and
cones. The data used incorporated the corrections given in Ref.
[45]. The correlations for three-dimensional roughness are listed
as follows:

k
;‘ =1.583 X 107°A %%, A <7.842

k
;‘ =1.802A,%708 7842 = A, =28.12

kg
;‘ =255.5A,7"%% A, >28.12 (12)
van Rij et al. [44] also tested irregular, three-dimensional rough-

ness and applied a modified version of the roughness parameter,

defined as
S S -1.6
W
Se/\ S,

where S, Sy (as defined by Sigal and Danberg [43]), and S, the
total windward wetted surface area, are calculated numerically
based on detailed surface profiles. The equivalent sandgrain
roughness is determined from the correlations developed for
three-dimensional regular roughness, Eq. (12), using this modified
roughness parameter and k,,,, the average roughness height. Ex-
perimental results for two rough surfaces were used to test the
correlation: one completely covered by the roughness and one
where rough regions of the surface alternate with smooth regions.
The predicted skin friction, using the calculated values of k,, com-
pared well to experimentally results obtained from the pressure
drop in a channel.

Additional three-dimensional roughness predictive correlations
were presented by Waigh and Kind [46]. Their relationships were
based on the results for a variety of roughness element shapes
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including cubes, blocks, flat plates, cylinders, rods, cones,
spheres, and hemispheres. They expressed the effect of roughness
as a log-law shift C (Eq. (14)), using a similar form of the law of
the wall as Eq. (2).

| | 1
Ur=—In> 4+ B=AU*+ ~Ink*=~In>+B-C
Kk k K K k

(14)

The element distribution is characterized by a density parameter
A, which modifies the density parameter of Simpson [38] A\,
with the streamwise aspect ratio k/s,,, where k is the roughness
height and s,, is the streamwise roughness length.
k
Ak = )\k_ (15)
Sm
The following relationships were presented for two density re-
gimes:

k 0.87 A 0.44
C=10.56 log; )\k<—) (—) ~759, A, <6

k 0.55 A 1.38
C=-575 loglo )\k(_> (J> +5.78, Ak>6
b,) \a,

(16)

where A, is the roughness wetted area, Ay is the projected frontal
area, and b,, is the spanwise roughness length. Waigh and Kind
discussed the fact that the relationships were obtained for simple
roughness element shapes in regular patterns and stressed the need
to find ways to parametrize the geometry of natural roughness.

Turbine blade roughness that included surfaces with pitting,
erosion, and deposits was studied by Bons [47]. Bons also adapted
the Sigal and Danberg parameter for irregular roughness to calcu-
late the equivalent sandgrain roughness for the surfaces as fol-
lows:

kg
log<;> =—1.31log(A,) +2.15 (17)
The surface parameters were determined numerically from de-
tailed surface profiles, with the roughness height &, taken as the
average of the local peak-to-trough roughness height for smaller
subregions. The skin friction correlation using k, proposed by
Schlichting [39] fits the experimental data best.

Many of the proposed correlations are valid for two- and three-
dimensional regular roughnesses, including bars, blocks, cones,
hemispheres, etc. Determining the required shape and density pa-
rameters for an idealized roughness is a relatively straightforward
procedure. Extending this work to naturally occurring, irregular
roughness is more challenging due to potentially complex surface
features. While it is possible to determine the required shape and
density parameters for irregular, three-dimensional roughness
[44,47], complex numerical fitting procedures are needed. A sim-
pler method of utilizing the surface topography map would be
useful for predicting frictional drag due to roughness in a wider
range of engineering applications.

Correlations that relate the statistical moments of the surface
profile with the frictional drag or roughness function have been
offered by various investigators. Musker [48] proposed an effec-
tive roughness height to correlate the roughness function AU*
=f(k*), as shown in

kU; kiU

14 14

k=

(1 +as,)(1 + bsik,) (18)
where k., is the standard deviation, s is the skewness, k, is the
kurtosis of the surface elevation distribution, and s,, is the average
slope of the roughness elements. The constants @ and b were
empirically chosen to collapse the data of naturally occurring sur-
faces. This effective roughness height was reasonably successful
in collapsing the roughness function for pipes covered with posi-

Journal of Fluids Engineering

tive replicas of ship-hull roughness. Musker cautioned that the
cut-off wavelength used to characterize the surface should depend
on the size of the roughness elements since the sizes of the turbu-
lent eddies near the surface are a function of the longest surface
wavelength. He proposed the use of the Taylor integral micro-
scale [49] as the cut-off for the longest wavelength and two orders
of magnitude lower for the smallest wavelengths.

Medhurst [50,51] reported correlations for painted ship rough-
ness based on a parameter C;/, which he called the hydrodynamic
roughness number, having units of roughness height. Medhurst
used the following form of the roughness function:

(19)

where B; is found using an alternate form of the smooth wall
log-law intercept
B= lln[BIZ| (20)
K
Utilizing the linearized form of Eq. (20) along with experimental
data, a regression analysis can be performed to determine C/ and
C,.
kAU UT
Ble =(C1h)<_>+BIC2 (21)
14
If the surface is assumed to follow a Colebrook form of the rough-
ness function (i.e., monotonic), then C,=1.0 and AU* is only a
function of C h. Medhurst presented different values of the hy-
drodynamic roughness number for three types of ablative paints.
Medhurst also cautioned on the use of cut-off wavelengths and
other filtering techniques, as well as spatial resolution issues that
can bias results and reject important surface information.
Townsin and Dey [52] utilized the moments of the roughness
amplitude energy spectral density, incorporating a variable long
wavelength cut-off, to determine the roughness function for
painted ship surfaces. The height of the roughness is represented
by the spectral area my, the slope by the second moment m,, and
the range of frequencies composing the roughness profile by a
bandwidth parameter a=mgymy/ mzz. Based on the results for 26
ship paint surfaces, the best correlation between the roughness
function AU* and the roughness height k is shown in

—_—

2
[ my my
ko Namymy =\ —

(22)
my

While this technique shows promise, significant scatter was

present using this correlation in the fully rough regime while the

correlation did not collapse the data in the transitionally rough

regime.

The correlations presented have demonstrated some utility in
collapsing experimental data for a subset of rough surfaces, but
they yield a high degree of variance when applied to a larger
range of three-dimensional roughness types. Furthermore, many
of the correlations are difficult to apply to irregular, three-
dimensional roughness. The approach taken in the present re-
search has been to expand on the previous work using statistical
moments of the surface profile, including a wider range of three-
dimensional roughness. Successful correlation of the roughness
function with surface statistics will provide a method of drag pre-
diction based solely on the surface roughness.

4 Full Scale Prediction Methods

Roughness function results for rough surfaces obtained in the
laboratory can be scaled up to full scale using outer layer similar-
ity arguments. Thus, knowing AU*=f(k*) allows for the frictional
drag of a full scale rough surface to be determined. If the equiva-
lent sandgrain roughness k; is taken as the roughness scale, then
this functional relationship is valid for all roughness in the fully
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rough regime provided k; is properly specified. Schultz [53] de-
tailed the similarity methods used to determine the overall fric-
tional resistance coefficient C for rough wall boundary layer flow
over a flat plate of length L if the roughness function AU* is
known. The methodology incorporates the analysis of Granville
[54,55] and relies on outer layer similarity in the mean flow for
smooth and rough walls, as demonstrated in the velocity-defect
profiles shown in Fig. 2. A graphical representation of the scaling
procedure is shown in Fig. 5. Here, the smooth wall overall fric-
tional drag coefficient Cp is plotted as a function of log;o(Re;)
using the Karman—Schoenherr [56] friction line as follows:

\/2 1l(R Cp)
— =—In(Re
Cr x L Cr

The rough surface overall frictional resistance coefficient for a
known roughness function is determined by displacing the smooth
friction line by a distance AU*«[In(10)]"' in the positive
log;o(Re;) direction. For a given plate length L, a line of constant
L*=LU_v"!, which satisfies the following relationship, is plotted:

(23)

L+

ReL=
‘ /c_p<1 ! /g)
2 K 2

The intersection of this line and the rough surface line identifies
Cy- for the rough plate at a single value of Re; for a given AU™.

If this process is repeated for a range of AU" and L, the overall
frictional resistance coefficient can be mapped out. If the relation-
ship AU*=f(k,*) is used to account for the roughness, then this
diagram is valid for all roughness in the fully rough regime pro-
vided k, is known. This is shown in Fig. 6, as a “Moody” type
diagram, where the overall frictional drag coefficient is presented
as function of the ratio of k; to the overall length of the plate L. In
the fully rough regime the relationship can be expressed as the
following formula:

2 k,
—=-2.186In| - | +0.495
Cr L

With an estimated 10% uncertainty in AU* at 95% confidence, the
resulting uncertainty in the overall frictional drag coefficient Cr is
2% for ky/L=0.001, decreasing to less than 1% for k /L
=0.00001.

On the diagram, it is assumed that the onset of the fully rough
regime occurs at k,*=70, based on the uniform sandgrain results
of Nikuradse. As noted previously, the onset of the fully rough
regime is highly dependent on the specific roughness and likely
occurs at lower values of k,* for many types engineering rough-
ness. Additional measurements that span the transitionally rough
regime are needed to determine the important scales for predicting
when a surface becomes fully rough. With the relationship given
in Eq. (25), the frictional drag on a planar surface can be deter-
mined by identifying roughness scales that accurately predict k. It
should also be noted that the roughness function could also be
incorporated in CFD models and used to calculate the frictional
drag of an arbitrary body covered with the given roughness.

(24)

(25)

5 Development of a New Roughness Correlation

The development of a roughness function correlation is re-
stricted here to flows in the fully rough regime. In this regime, a
larger number of experimental results are available, and it is pos-
sible to collapse all roughness functions to a single line if the
equivalent sandgrain roughness height k; is used as the roughness
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Fig. 6 Overall frictional drag coefficient in the fully rough regime
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Table 1 Surfaces used in predictive correlation for kg
k, Kims kg actual  k, predicted
Surface Ref.  (uwm)  (um) Sk k, (um) (pm) % diff
Sandpaper—S80 grit [18] 546 67.9 0.497 4.49 529 522 1.3
Sandpaper—24 grit [18] 1291 167 0.719 4.06 2626 1954 25.6
Sandpaper—12 grit [18] 2466 320 1.51 6.17 6354 6512 2.5
Packed spheres [28] 824 199 0.212 1.90 876 1146 30.8
Packed spheres with grit ~ [28] 738 158 0.315 222 1097 1018 7.2
Honed (scratch) [26] 193 26.4 —0.455 3.63 71.0 51.0 28.2
Honed pipe [30] 15.96 2.5 0.31 4.05 7.5 16.0 113
Commercial pipe [8] 27.27 5.0 -0.19 2353 8.0 16.5 106
Gravel—medium [23] 3079 605 0.618 343 5383 5167 4.0
Gravel—coarse [23] 7350 1490 0.0305 2.46 6785 6875 1.3
Pyramid—A1 [27]  304.8 72.1 0.566 2.40 510 589 15.5
Pyramid—A2 [27] 4572 108 0.566 2.40 706 883 25.1
Pyramid—A3 [27]  609.6 144 0.566 2.40 1301 1177 9.5
Pyramid—B1 [27]  304.8 72.1 0.566 2.40 540 589 9.1
Pyramid—B2 [27] 4572 108 0.566 2.40 577 883 53.0
Pyramid—B3 [27]  609.6 144 0.566 2.40 1012 1177 16.3

scale. This scale understandably has its limitations since it is not
intrinsically related to roughness topography. The advantage of k;
is that it provides a “common currency” among different rough-
ness types as pointed out by Bradshaw [57]. Here an investigation
is made into which physical roughness scales, if any, effectively
correlate with k. This study was conducted using the results from
a variety of three-dimensional rough surfaces, listed in Table 1.
Numerous other researchers have measured the roughness func-
tion in the fully rough regime for other surfaces. However, only
results that also report detailed surface topographical measure-
ments have been included.

A sample three-dimensional topographical map for the honed
surface of Schultz and Flack [26] is shown in Fig. 7. This surface
was profiled using a CyberOptics laser diode point range sensor
laser profilometer system. The vertical accuracy of the sensor is
1 um with a laser spot diameter of 10 um. The data were digi-
tized at increments of 25 wm in the lateral directions, and the
sampling area was 5X 5 mm?. The other surfaces of the present
authors [18,24,27], as well as the surfaces of Castro [23], were
profiled using the MicroPhotonics Nanavea ST300 white light
chromatic aberration surface profilometer. The vertical accuracy
of this system is 0.3 wm with a lateral resolution of 6 um. Five
replicate surface profiles were gathered on each of these surfaces
as well as the surface shown in Fig. 7. The sampling interval was
25 wum, and the sampling length was 50 mm. The surface statis-
tics and roughness parameters, listed in Table 1, were calculated

amplitude (un)

X (um)

pdf [um’]

4000

2000 3000
z(wm)

as the mean value from the replicate profiles. The data were not
filtered to remove short or long wavelength roughness compo-
nents. However, long wavelength or “wavy” roughness has not
been included in this study. Expanding on the work of Napoli et
al. [58], Schultz and Flack [27] determined that roughness with an
effective slope ES less than approximately 0.35 does not scale on
the roughness height. The relationship for the effective slope is

shown in
1 f
ES=—
Ly
LS

Filtering, sampling interval, and sampling length can all have a
significant effect on roughness statistics as pointed out by
Medhurst [51] and Howell and Behrends [59]. This was not a
primary focus in the present study. The practical difficulty in ad-
dressing the effect of these parameters is that not all surfaces were
profiled using the same sampling interval and length. Specifying
the most appropriate sampling interval, sampling length, and fil-
tering length is quite complex and can be expected to depend at
least to some extent on the inner and outer length scales of the
flow in question. This point underlines the need for the adoption
of a consistent method of measuring hydraulic surface roughness,
as was highlighted by Howell and Behrends [59].

Common surface statistical parameters, as well as the wide

dx (26)
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Fig. 7 Surface topography map and pdf of r, distance above the mean roughness elevation, for a honed surface
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range of other roughness scaling parameters reviewed previously
in this paper, were investigated as candidate hydraulic scales. This
was done using a series of statistical correlations between the
candidate hydraulic scales and the measured equivalent sandgrain
roughness height k, for the surface. This analysis indicated that
the root-mean-square roughness height scale (k,,,;) and the skew-
ness of the roughness surface elevation probability density func-
tion (pdf) (s;) had the strongest correlations with k. Based on this
observation, it was decided to develop a single length-scale cor-
relation using both of these parameters. A number of different
functional forms were considered. The function that best corre-
lates the present data (Table 1) is given in Eq. (27) and graphically
represented in Fig. 8.

ks = flkemgs Si) = 443k (1 459" (27)

In Fig. 8, k, actual was determined using Eq. (8) for an experi-
mentally determined value of AU* with B=5.0 and k=0.41 in the
fully rough regime. The surfaces used in this correlation along
with some of their roughness statistics are shown in Table 1. The
skewness is a quantitative way of describing whether the rough-
ness has more peaks or valleys. A roughness with isolated large
peaks will have a high positive skewness. Surfaces that have be-
come rough due to deposits of roughness elements (i.e., exhaust
particulates, biological fouling, etc.) will generally have positively
skewed pdf’s. A surface that is pitted (i.e., corrosion, surface wear,
etc.) will have negatively skewed pdf’s. It should be cautioned
that only two surfaces used in the present correlation had a nega-
tive skewness, and both are relatively mild. The correlation, given
in Eq. (27), has an additive constant of 1. This means that the
present correlation would be undefined for s, =-1. This constant
was chosen in order to define a predictive correlation that is near
the range of the parameter space that was investigated. It should
be noted that using a larger additive constant would change the
other constants in Eq. (27) but would not significantly reduce the
goodness of fit. However, further data for surfaces with negative
s are needed to validate and refine this correlation for a larger
range of the parameter space. Nevertheless, Fig. 8 shows the lin-
ear correlation between the predicted value of &, using the corre-
lation and the measured k. The goodness of fit is excellent with
2=0.990.

Table 1 also lists the difference between the measured and pre-
dicted values of the k;. The correlation works very well for the
sandgrain, sanspray (gravel), and packed spheres covered with
grit. This indicates that the correlation would do an excellent job
of predicting the equivalent sandgrain roughness height for large

041203-8 / Vol. 132, APRIL 2010

(k;>500 wm) naturally occurring type roughness. The only ex-
ception is the 24 grit sandpaper surface. However, even with a
26% difterence in the predicted k, from the measured value for the
24 grit sandpaper, the predicted overall drag coefficient Cp
=0.00773 is only 6.5% in error from values measured in tow tank
tests Cr=0.00826 [60].

Considering the percent error from the expected value, the cor-
relation does not adequately predict the small values of k, for the
honed and commercial steel pipes. This is not surprising due to
the nature of the fitting where the sum of the square of the residual
is being minimized. This will bias the best fit toward the larger
roughness where the absolute value of the difference is larger even
though the relative difference is smaller. Using the results of
Shockling et al. [30], a 113% difference in the predicted value of
k yields an error in friction factor of approximately 30%. There-
fore, the correlation presented may not be adequate for all the
roughness considered. However, it appears that the important
scales for better predictive correlations are the root-mean-square
roughness height and the skewness of the surface elevation pdf. It
should be noted that this is a sparse data set to base a predictive
correlation. Unfortunately, experimentally obtaining the rough-
ness function for a single roughness requires a large number of
boundary layer profile measurements. While pressure drop data
are easier to obtain in pipe flow, it is more difficult to coat/
manufacture the pipe surface with a specific roughness. Recent
advances in computing the flow over complicated surfaces, which
can be easily parametrically changed, may be capable of provid-
ing a larger data set covering more of the sample space. This
should allow for improvement in predictive capabilities.

6 Conclusions and Recommendations

An investigation has been carried out to identify hydraulically
relevant roughness scales for three-dimensional roughness in the
fully rough regime. A range of common surface statistical param-
eters, as well as a host of roughness parameters from literature,
was considered. The results indicate that the root-mean-square
roughness height (k) and the skewness of the surface elevation
pdf (s;) are the most effective parameters in describing a surface
hydraulically. A correlation based on these parameters is offered,
and it shows promising agreement with the measured equivalent
sandgrain roughness height (k,). However, further data are needed
to validate and refine this correlation. Surfaces with negative s;
(i.e., pitted or eroded surfaces) would be especially helpful in this
regard. Collapse of the roughness function in the fully rough re-
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gime does not ensure collapse in the transitionally rough regime.
In fact, the nonuniversal nature of the roughness function in the
transitionally rough regime makes a universal scaling for this re-
gime seem intractable. Therefore, the development of a Moody-
type diagram that is applicable to a wide range of surfaces and is
accurate in the transitionally rough regime appears highly un-
likely.
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Nomenclature
a = roughness function fitting constant
Ay = frontal area of a single roughness element
A, = windward wetted area of a single roughness
element
A,, = wetted area of a single roughness element
b = roughness function fitting constant
b,, = spanwise roughness length
B = smooth wall log-law intercept ~5.0
C = log-law shift in a relative roughness form
C; = skin friction coefficient=r7,,/ %pU 62
Cr = frictional resistance coefficient=Fp/ %pUezS
Cih = hydrodynamic roughness number
C, = roughness function constant
d = average roughness element spacing
ES = effective roughness slope
Fp = drag force
k = arbitrary measure of roughness height
kayy = average roughness height
kyms = root-mean-square roughness
height=\1/NZY 17
kg, = equivalent sandgrain roughness height
k, = maximum peak-to-trough height=r,, —min
k, = kurtosis of the roughness elevation distribution
=(1/N)EN HNEN 2P
k, = wavenumber of the surface roughness
L = plate length
L; = sampling length
mqy = zeroth moment of the roughness amplitude
energy spectra= [ S,dk,
m, = second moment of the roughness amplitude
energy spectra= [ok>S,dk,
my = fourth moment of the roughness amplitude en-
ergy spectra= [( k1S, dk,
N = number of samples
r = distance above the mean roughness elevation
Res. = displacement thickness Reynolds
number=U,5"/ v
Re; = Reynolds number based on plate
length=U,L/v
Rey = momentum thickness Reynolds number=U,60/ v
s, = skewness of the roughness elevation
distribution=(1/N)Z 3 /[(1/N)ZX. 77132
s, = streamwise roughness length
s, = average roughness slope
S = wetted surface area without roughness
Sy = total frontal area of roughness
energy spectral density of roughness elevation

)
S
Il
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U = mean velocity

U, = mean freestream velocity
U: = friction velocity=\7,/p
y = normal distance from the wall or virtual origin

yo = effective roughness height
a = roughness bandwidth parameter=mym,/ m%
6 = boundary layer thickness
& = displacement thicknesszfg(l -U/U,)dy
AU* = roughness function
k = von Kdrmdn constant ~0.41
N = roughness spacing or density parameter
N = modified roughness density parameter
A = roughness density and shape parameter
A; = modified roughness density parameter
A, = modified roughness density and shape
parameter
v = kinematic viscosity of the fluid
6 = momentum thickness=[0U/U,(1-U/U,)dy
7,, = wall shear stress

Superscript
+ = inner variable (normalized with U or U,/ v)

Subscript
min = minimum value
max = maximum value
R = rough surface
S = smooth surface

References

[1] Nikuradse, J., 1933, “Laws of Flow in Rough Pipes,” NACA Technical Memo-
randum 1292.

[2] Colebrook, C. F., 1939, “Turbulent Flow in Pipes, With Particular Reference to
the Transitional Region Between Smooth and Rough Wall Laws,” J. Inst Civ.
Eng., 11, pp. 133-156.

[3] Flores, O., and Jiménez, J., 2006, “Effect of Wall-Boundary Disturbances on
Turbulent Channel Flows,” J. Fluid Mech., 566, pp. 357-376.

[4] Lee, S. H., and Sung, H. J., 2007, “Direct Numerical Simulation of the Tur-
bulent Boundary Layer Over a Rod-Roughened Wall,” J. Fluid Mech., 584,
pp. 125-146.

[5] Orlandi, P., and Leonardi, S., 2008, “Direct Numerical Simulation of Three-
Dimensional Turbulent Rough Channels: Parameterization and Flow Physics,”
J. Fluid Mech., 606, pp. 399-415.

[6] Moody, L. F.,, 1944, “Friction Factors for Pipe Flow,” Trans. ASME, 66, pp.
671-684.

[7] Allen, J. J., Shockling, M. A., and Smits, A. J., 2005, “Evaluation of a Uni-
versal Transitional Resistance Diagram for Pipes With Honed Surfaces,” Phys.
Fluids, 17, p. 121702.

[8] Langelandsvik, L. L., Kunkel, G. J., and Smits, A. J., 2008, “Flow in a Com-
mercial Steel Pipe,” J. Fluid Mech., 595, pp. 323-339.

[9] 1988, Principles of Naval Architecture, Vol. II, E. V. Lewis, ed., Society of
Naval Architects and Marine Engineers, Jersey City, NJ.

[10] International Towing Tank Conference (ITTC), 1978, “Report of the Powering
Performance Committee,” 15th ITTC, Hague.

[11] Bowden, B. S., and Davison, N. J., 1974, “Resistance Increments Due to Hull
Roughness Associated With Form Factor Extrapolation Methods,” National
Physical Laboratory (NP) Ship Technical Manual 3800.

[12] International Towing Tank Conference (ITTC), 2005, “Report of the Powering
Performance Committee,” 24th ITTC, Edinburgh, Scotland, UK.

[13] Townsin, R. L., Byrne, D., Svensen, T. E., and Milne, A., 1981, “Estimating
the Technical and Economic Penalties of Hull and Propeller Roughness,”
Trans. SNAME, 89, pp. 295-318.

[14] Durbin, P. A., 2009, “Limiters and Wall Treatments in Applied Turbulence
Modeling,” Fluid Dyn. Res., 41, p. 012203.

[15] Leighton, R. 1., and Walker, D. T., 2007, “Reynolds Stress Modeling for
Rough Wall Turbulence: An Invited Paper,” 37th AIAA Fluid Dynamics Con-
ference and Exhibit, AIAA Paper No. 2007-4615.

[16] Durbin, P. A., Medic, G., Seo, J. M., Eaton, J. K., and Song, S., 2001, “Rough
Wall Modification of Two-Layer k—¢ ,” ASME J. Fluids Eng., 123, pp. 16—
21.

[17] Seo, J. M., 2004, “Closure Modeling and Numerical Simulation for Turbulent
Flows: Wall Roughness Model, Realizability and Turbine Blade Heat Trans-
fer,” Ph.D. thesis, Stanford University, Stanford, CA.

[18] Flack, K. A., Schultz, M. P., and Connelly, J. S., 2007, “Examination of a
Critical Roughness Height for Boundary Layer Similarity,” Phys. Fluids, 19,
p. 095104.

[19] Hama, F. R., 1954, “Boundary-Layer Characteristics for Smooth and Rough
Surfaces,” Trans. SNAME, 62, pp. 333-351.

APRIL 2010, Vol. 132 / 041203-9

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[20] Bandyopadhyay, P. R., 1987, “Rough Wall Turbulent Boundary Layers in the
Transition Regime,” J. Fluid Mech., 180, pp. 231-266.

[21] Raupach, M. R., Antonia, R. A., and Rajagopalan, S., 1991, “Rough Wall
Turbulent Boundary Layers,” Appl. Mech. Rev., 44, pp. 1-25.

[22] Antonia, R. A., and Krogstad, P. A., 2001, “Turbulence Structure in Boundary
Layers Over Different Types of Surface Roughness,” Fluid Dyn. Res., 28, pp.
139-157.

[23] Castro, 1. P, 2007, “Rough-Wall Boundary Layers: Mean Flow Universality,”
J. Fluid Mech., 585, pp. 469-485.

[24] Schultz, M. P., and Flack, K. A., 2003, “Turbulent Boundary Layers Over
Surfaces Smoothed by Sanding,” ASME J. Fluids Eng., 125, pp. 863-870.

[25] Flack, K. A., Schultz, M. P., and Shapiro, T. A., 2005, “Experimental Support
for Townsend’s Reynolds Number Similarity Hypothesis on Rough Walls,”
Phys. Fluids, 17, p. 035102.

[26] Schultz, M. P., and Flack, K. A., 2007, “The Rough-Wall Turbulent Boundary
Layer From the Hydraulically Smooth to the Fully Rough Regime,” J. Fluid
Mech., 580, pp. 381-405.

[27] Schultz, M. P., and Flack, K. A., 2009, “Turbulent Boundary Layers on a
Systematically-Varied Rough Wall,” Phys. Fluids, 21, p. 015104.

[28] Schultz, M. P,, and Flack, K. A., 2005, “Outer Layer Similarity in Fully Rough
Turbulent Boundary Layers,” Exp. Fluids, 38, pp. 328-340.

[29] Ligrani, P. M., and Moffat, R. J., 1986, “Structure of Transitionally Rough and
Fully Rough Turbulent Boundary Layers,” J. Fluid Mech., 162, pp. 69-98.

[30] Shockling, M. A., Allen, J. J., and Smits, A. J., 2006, “Roughness Effects in
Turbulent Pipe Flow,” J. Fluid Mech., 564, pp. 267-285.

[31] Lewkowicz, A. K., and Musker, A. J., 1978, “The Surface Roughness on Ship
Hulls: Interaction in the Viscous Sublayer,” Proceedings of the International
Symposium on Ship Viscous Resistance-SSPA, Goteborg, Sweden.

[32] Clauser, F. H., 1956, “The Turbulent Boundary Layer,” Adv. Appl. Mech., 4,
pp. 1-51.

[33] Bettermann, D., 1965, “Contribtion a L’etude de la Couche Limite Turbulent le
Long de Plaques Regueuses,” Center National de la Recherche Scientifique,
Report No. 65-6.

[34] Dvorak, F. A., 1969, “Calculation of Turbulent Boundary Layers on Rough
Surfaces in Pressure Gradients,” AIAA J., 7, pp. 1752-1759.

[35] Granville, P. S., 1958, “The Frictional Resistance and Turbulent Boundary
Layer of Rough Surfaces,” J. Ship. Res., 2, pp. 52-74.

[36] Lui, C. K., Kline, S. J., and Johnston, J. P., 1966, “An Experimental Study of
Turbulent Boundary Layers on Rough Walls,” Department of Mechanical En-
gineering, Stanford University, Report No. MD-15.

[37] Schlichting, H., 1937, “Experimental Investigation of the Problem of Surface
Roughness,” NACA Technical Memorandum 823.

[38] Simpson, R. L., 1973, “A Generalized Correlation of Roughness Density Ef-
fects on the Turbulent Boundary Layer,” AIAA J., 11, pp. 242-244.

[39] Schlichting, H., 1979, Boundary-Layer Theory, Tth ed., McGraw-Hill, New
York.

[40] Chen, D. K., and Roberson, J. A., 1971, “The Structure of Turbulence in the
Wakes of Roughness Elements,” ASCS Hydraulics Division Specialty Confer-
ence, University of Iowa, Towa City, IA.

[41] Streeter, V. L., 1936, “Frictional Resistance in Artificially Roughened Pipes,”
Proceedings of the ASCE, Vol. 101, pp. 681-713.

041203-10 / Vol. 132, APRIL 2010

[42] Dirling, R. B., 1973, “A Method for Computing Rough Wall Heat Transfer
Rates on Re-Entry Nosetips,” AIAA Paper No. 73-763.

[43] Sigal, A., and Danberg, J. E., 1990, “New Correlation of Roughness Density
Effects on the Turbulent Boundary Layer,” AIAA J., 28, pp. 554-556.

[44] van Rij, J. A., Belnap, B. J., and Ligrani, P. M., 2002, “Analysis and Experi-
ments on Three-Dimensional, Irregular Surface Roughness,” ASME J. Fluids
Eng., 124, pp. 671-677.

[45] Coleman, H. W., Hodges, B. K., and Taylor, R. P., 1984, “A Re-Evaluation of
Schlichting’s Surface Roughness Experiment,” ASME J. Fluids Eng., 106, pp.
60-65.

[46] Waigh, D. R., and Kind, R. J., 1998, “Improved Aerodynamic Characterization
of Regular Three-Dimensional Roughness,” AIAA J., 36, pp. 1117-1119.

[47] Bons, J. P,, 2002, “St and C Augmentation for Real Turbine Roughness With
Elevated Freestream Turbulence,” ASME Paper No. GT-2002-30198.

[48] Musker, A. J., 1980-1981, “Universal Roughness Functions for Naturally-
Occurring Surfaces,” Trans. Can. Soc. Mech. Eng., 1, pp. 1-6.

[49] Taylor, G. I, 1938, “The Spectrum of Turbulence,” Proc. R. Soc. London, Ser.
A, 164, pp. 476-490.

[50] Medhurst, J. S., 1989, “The Systematic Measurement and Correlation of the
Frictional Resistance and Topography of Ship Hull Coatings, With Particular
Reference to Ablative Antifoulings,” Ph.D. thesis, University of Newcastle-
upon-Tyne, Newcastle, UK.

[51] Medhurst, J. S., 1990, “Outline of a Draft International Standard for the Mea-
surement and Characterisation of Roughness Topography in Fluid Flow,” Pro-
ceedings of the RINA International Workshop on Marine Roughness and Drag,
London, UK.

[52] Townsin, R. L., and Dey, S. K., 1990, “The Correlation of Roughness Drag
With Surface Characteristics,” Proceedings of the RINA International Work-
shop on Marine Roughness and Drag, London, UK.

[53] Schultz, M. P., 2007, “Effects of Coating Roughness and Biofouling on Ship
Resistance and Powering,” Biofouling, 23, pp. 331-341.

[54] Granville, P. S., 1978, “Similarity-Law Characterization Methods for Arbitrary
Hydrodynamic Roughness,” David W. Taylor Naval Ship Research and Devel-
opment Center, Report No. 78-SPD-815-01.

[55] Granville, P. S., 1987, “Three Indirect Methods for the Drag Characterization
of Arbitrarily Rough Surfaces on Flat Plates,” J. Ship. Res., 31, pp. 70-77.

[56] Schoennerr, K. E., 1932, “Resistances of Flat Surfaces Moving Through a
Fluid,” Trans. SNAME, 40, pp. 279-313.

[57] Bradshaw, P., 2000, “A Note on ‘Critical Roughness Height’ and ‘Transitional
Roughness’,” Phys. Fluids, 12, pp. 1611-1614.

[58] Napoli, E., Armenio, V., and DeMarchis, M., 2008, “The Effect of the Slope of
Irregularly Distributed Roughness Elements on Turbulent Wall-Bounded
Flows,” J. Fluid Mech., 613, pp. 385-394.

[59] Howell, D., and Behrends, B., 2006, “A Review of Surface Roughness in
Antifouling Coatings Illustrating the Importance of Cutoff Length,” Biofoul-
ing, 22, pp. 401-410.

[60] Shapiro, T. A., Schultz, M. P., and Flack, K. A., 2004, “The Effect of Surface
Roughness on Hydrodynamic Drag and Turbulence,” USNA Trident Scholar,
Report No. USNA-1531-2.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Seyyed Hossein Hosseini’
Department of Chemical Engineering,

Faculty of Engineering,

University of llam,

lam, Iran

e-mail: s.h.hosseini@mail.ilam.ac.ir

Wengi Zhong

School of Energy and Environment,
Southeast University,

Nanjing 210096, People’s Republic of China

Mohsen Nasr Esfahany
Department of Chemical Engineering,
Isfahan University of Technology,
Isfahan 8415683111, Iran

Leila Pourjafar
Department of Chemical Engineering,
University of Sistan and Baluchesta,
Zahedan 98164-161, Iran

CFD Simulation of the Bubbling
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A two-dimensional transient Eulerian model integrating the kinetic theory for emulsion
phase is used to simulate the bubbling and slugging gas-solid fluidized beds, including
the Geldart B and D particles, respectively. CFD results show that utilizing an algebraic
granular temperature equation, instead of a full granular temperature, one leads to a
significant reduction in computational time without loosing accuracy. Different drag
models have been examined in the current study. CFD results show that the Syamlal—
O’Brien and Di Felice adjusted drag models, based on minimum fluidization velocity, are
not suitable for the bed, including coarse particles (Geldart group B). The Gidaspow
drag model displays better results in comparison with the others. A good agreement with
the available experimental data and the researcher’s findings has been reached quanti-
tatively and qualitatively. The proposed model can reasonably be used for simulation of
slugging fluidized beds. This study reduces the computational error compared with the
previous works. [DOI: 10.1115/1.4001140]
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1 Introduction

Gas-solid fluidized bed reactors have many applications in
chemical, oil, medical, agricultural, biochemical, electronic, and
power industries. Their widespread application is due to the suit-
able mixing characteristics and high surface contacting between
the phases [1]. In order to increase the efficiency, hydrodynamic
knowledge of these systems is essential. Besides much experi-
mental studies using various optical probes, numerical simulation
can be a useful technique for achieving more information about
the flow pattern of the gas-solid fluidized beds in detail. One of
the important numerical methods is computational fluid dynamics
(CFD). CFD has shown that it can be a powerful tool for model-
ing of gas-solid flows, reducing design time and cost [2,3]. This
technique is derived from the equations governing the fluid flow
in the form of partial differential equations representing the con-
servation of mass, momentum, and energy. Before comparing
CFD results with experimental data, it is necessary to undertake
verification procedures, i.e., confirming the accuracy of the com-
putational aspect of the model. Only after this stage can validation
be performed. Validation requires objective consideration of com-
putational and numerical errors, as well as comparison of model
predictions and experimental data over broad ranges of conditions
[4,5].

CFD divided the important approaches of Eulerian—Eulerian
and Eulerian-Lagrangian into two. In this study, a Eulerian—
Eulerian two-fluid model (TFM) is adopted. Each phase has an
interpenetrating continuum behavior that leads to a suitable ap-
proach for large-scale fluidized bed systems. When solving the
TEM, a set of physical or empirical models are required in order
to close the system of equations. In TFM, the critical closure law
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is the particle phase stress, i.e., normal and tangential stresses of
the emulsion phase. Two approaches are currently utilized for
treating the emulsion phase stress in TEM. The first approach is
the constant viscosity model (CVM), which is expressed in terms
of a modulus of elasticity that is only based on local porosity.
Various empirical correlations for the modulus of elasticity, based
on the experimental results, have been reported in the literature
[6]. The second approach is the kinetic theory of granular flow
(KTGF). To describe solid shear stress, solid pressure, and solid
viscosity in TFM, KTGF could be the best choice. Patil et al.
[7,8], who simulated a gas-solid bubbling fluidized bed with a
central jet and a uniform distributor, showed that KTGF, by the
incorporation of frictional stresses, leads to the significantly better
results in comparison with the CVM approach.

Analogous to the thermodynamic temperature for gases, the
granular temperature, which is the basic parameter in KTGF, can
be introduced as a measure of the particle velocity fluctuations
(®s=(1/3)v;,2). Numerous studies have shown the capability of
KTGF for modeling the freely bubbling fluidized beds [9-13].

To have a successful simulation of a gas-solid fluidized bed,
recognition of major forces such as gravity and drag are impor-
tant. In dense fluidized bed simulations, frictional stress can also
play an important role [14—16]. Several correlations for calculat-
ing the momentum exchange coefficient of gas-solid systems were
reported in the literatures [ 17-19]. Hosseini et al. [20] simulated a
freely bubbling fluidized bed including FCC particles. They
achieved to the reasonable simulation results by utilizing a
Eulerian—Eulerian approach, integrating the KTGF for the particu-
late phase and modified Gibilaro drag model as the interaction
between the phases in terms of bed expansion and local time-
averaged voidage. Hosseini et al. [21] simulated a fluidized bed of
Geldart B particles at high gas velocities by the CFD code MFIX.
They indicated the sensitivity of their system to the model param-
eters such as drag function, restitution coefficient, and solid maxi-
mum packing.
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Numerous CFD simulations have been carried out for studying
hydrodynamic parameters of the bubbling bed such as the bed
expansion height, time-averaged voidage, and pressure drop. Mc-
Keen and Pugsley [22] observed large errors for bed expansion
between CFD results and experimental data. After applying modi-
fication in the Gibilaro drag model, their predicted result agreed
with the experimental data only qualitatively. Taghipour et al. [23]
studied the bed expansion ratio and bubbling behavior of the bed
using different drag models. Their predicted that the results quali-
tatively agreed with the experimental data while they got large
errors as much as 30-50% in voidage and pressure drop of the
bed. Behjat et al. [24] obtained the numerical results using CFD
code MFIX with error of 28.8% for a bubbling fluidized bed. Ahuja
and Patwardhan [25] obtained the same trend of solid concentra-
tion profiles of CFD results and experimental data while they got
large errors as much as 46-51% in the solid hold-up of the bed.

In this research, a Eulerian—Eulerian approach integrating the
kinetic theory for the solid phase is used to simulate gas-solid
fluidized beds at a wide range of operating conditions by consid-
ering a suitable model in terms of CPU time and simulation re-
sults. The algebraic granular temperature equation and the full
granular temperature one are utilized for comparison between
them in simulation of the gas-solid fluidized bed. Effects of dif-
ferent drag models and some adjusted drag models are studied in
a bubbling gas-fluidized bed of Geldart B particles. The simula-
tion results errors are reported in terms of time-averaged local
voidage. Several hydrodynamics parameters are predicted by us-
ing the CFD software package, FLUENT 6.3. The model validation
is also investigated for a slugging gas-solid fluidized bed.

2 CFD Model

The simulation of the gas-solid fluidized beds were carried out
using a Eulerian—Eulerian approach, containing the set of momen-
tum and continuity equations for each phase, which are linked
through pressure and interphase exchange coefficients. The conti-
nuity equation for gth phase without any mass transfer between
the phases is given by

14
E(aqpq) +V- (aqpqu) =0 (1)

where @y, Pys and v, are the volume fraction, density, and velocity
of the gth phase, respectively. Equations (2) and (3) give the con-
servation of momentum for the gas phase (g) and the solid phase,

respectively
Jd -
E(a/gpgvg) +V - (apv, - v) == a, VP+ V- T, + g

- Kg,\‘(vg - Vs) (2)

J -
E(aspsvs) +V- (aspsvx ) Vs) =—ag vp- VPS +V. Tyt apsg

+ Kgs(Vg - V.y) (3)

where a,=1-a,.
Conservation of the kinetic energy of the moving particles is
described based on granular temperature O, as

319
E E(asps(as) +V- (aspsys®s)
= (_ px1=+ ;X.)ZVVS +V. (kx \ ®s) —Yomt d)gx (4)

Assuming that the granular energy is in steady state and its dissi-
pation occurs locally, then the convection and diffusive terms can
be neglected [10,26,27]. With this assumption, Eq. (5) is ex-
pressed as

041301-2 / Vol. 132, APRIL 2010

0= (_ p51=+ 7:'s):VVs_ Vs (5)

Equations (6)—(21) represent the other constitutive correlations,
which are used in the present work.
Solid phase stress tensor is expressed as

- 2 =
7_-.\' = a.\'lu’,\'(vvs + VV?) + as<)\s - g/'l‘s) v V\I (6)

The radial distribution function is calculated by

1+2.5a,+4.59040” + 45154394

7
a, 3 10.67802 ( )
1- S
Qg max

Collision dissipation of energy is given by

_12(1-€})gy

s —

dN

80=

p,a;0]” (8)

In this study, the value of restitution coefficient (e,) of 0.9 is
utilized [23,28].
Transfer of kinetic energy is expressed as
¢gs == SKgs@).v (9)
Solid pressure is calculated by
P, = a,p,0,+2p,(1 +€,)a]50, (10)
Solid shear viscosity is given by

4 [0) 12
My = gaspsdsgo(l + es)(_A>
ar

(11)

4
1+ Zagy(l+ey)

IOdSp_;\”@SW[
5

96(1 + ¢,)go
The solid bulk viscosity is expressed as [29]

T P, sin ¢
+

Z\IZD

4 0,\’
)\s = _aspsdsgo(l + eé)(_&) (12)
3 T
The drag functions that have been used in this study are as fol-
lows.
Drag model of Syamlal-O’Brien [16]

3 a,a,p, Re,
Kgszz Vi\ds CD i |V5_Vg|

where the drag coefficient Cp, and the solids Reynolds number Re;
are written as

(13)

r.s

(14)

438 )2 Re. o Pedilvi = v
VRe,/v, ’

Cp= (0.63 +
Mg
The terminal velocity is written as
v,,=0.5[A - 0.06 Re,+(0.06 Re,)?+0.12 Re, (2B —A) +A?]
(15)

where

A= a4.14

7 and B=Ciap®® for a, =085

A=ag™ (16)

where the default values for C; and C,, respectively, are 0.8 and
2.65.
The Gidaspow drag model

and B=al? for a,>0.85

3 aap v, -, o2

K, = ZCD . 2 for a@,>0.8
24 0.687
[1+0.15(a,Re)™*'] for Re < 1000
CD = ag €
Cp=0.44 for Re > 1000
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Table 1

Parameter used for simulations

Parameters Unit Value case study (1) Value case study (2)
Particle diameter range mm 250-300 -
Mean particle diameter mm 275 1899
Particle density kg/m3 2500 1102
Gas density kg/m? 1.18 1.18
Gas viscosity kg/m s 1.8 1073 1.8x 1075
Voidage at minimum - 0.4 0.45
fluidization condition

(smf)

Minimum fluidization m/s 0.065 0.62
velocity

Sphericity (¢y) - 1 1
Superficial gas velocity m/s 0.1-0.6 2.8
Static bed height (H0) M 0.4 0.51
Height of the bed M 1.0 4
Width of the bed M 0.28 0.382

afﬂg aspg| Vs — Vg|

Ko =150=£ 4 1.75

Al s
The Di Felice drag model

for @,=0.3

3 ap,
Kgsz_CD & |Vs_vg|f(as)’

2 where  f(a;) =(1 - a,)~"

(18)

The empirical coefficient of x is described as a function of the
Reynolds number, following the relation

1.5-p)?
x=P-Q exp[— ﬂ]
2
B=log|o(Re,)
P=37 and Q0=0.65 (19)
The Zhang—Reese drag model
2
150588 11755y o <08
K, = %as ’
“l3 XPg ;265
ZCD n Ua,”™, a,=0.3
, 80 (7 6 21
U=|U-U)’+— | , Cp=(028+——+—]|,
T VRCS €
U
Re, = R_:_'ds (20)
Mg
The Ma and Ahmadi drag model
18u,c, [1+0.1(Re,)*"
- 18ma [1+0.1(Re)"™] on

s 1- S

Qg max

g d2 ( 6% ) 2.5a5 max

The parameter C; in Eq. (16) is related to the minimum fluidiza-
tion velocity through the velocity voidage correlation and the ter-
minal Reynolds number Re,. C; is changed until the following
criterion is met:

{U(;,r)l(g)erimem _ Ret . aglu“g} =0 (22)

dspg
where

Re, = v, Re;

v,,=(A+0.06B Re,)/(1+0.06 Re,)
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V23.04 42524473 - 4.8\’
O = 126

(ps - ps)dgpgg
Mg

In addition, the parameter C, in Eq. (16) is adopted to guarantee
the continuity of the velocity voidage correlation as follows:

log(C))
log(0.85)

By considering Egs. (22)—(24), the modified values for C; and C,
are 0.376 and 7.29, respectively.

As another alternative, based on the same concept, the follow-
ing method is adopted to adjust the Di Felice drag model. In the
absence of gas-wall friction and solid stress transmitted by the
particles, the momentum balance at minimum fluidization can be
written as follows [18]:

Ar= (23)

C,=128+ (24)

Buoyancy = Drag

K,,

(1 - ag)(ps - pg)g = ;&(Vg - Vs) (25)
s

At the minimum fluidization velocity, considering that wy

=0, v,=Upyp Eq. (25) is rewritten as

(1 = )0y~ P = = (U (26)

g,mf

By replacing the Di Felice drag model into Eq. (26) and utilizing
a nonlinear optimization algorithm, the drag model parameters of
P and Q (Eq. (19)) can be adjusted for the system under study
using experimental data at minimum fluidization velocity. How-
ever, when adjusting the drag models, it should be considered that
the adjustment should not alter the behavior of the drag correla-
tion when voidage approaches the value of 1. Therefore, the modi-
fied values for P and Q are 5.2 and 0.31, respectively.

3 Model Solution Procedure

In the present study, the experimental data in conventional gas-
solid fluidized beds [23,30,31] are adopted to validate the model
predictions. The operating conditions and solid properties are
summarized in Table 1. In this work, the gas is air and the solids
are glass beads and polystyrene for case studies (1) and (2), re-
spectively. The simulations are carried out in two-dimensional
frameworks. The grids, which have an independent solution, are
dense near the wall where the velocity gradients increase, but they
become dilute away from the wall. The governing equations in
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Fig. 1 Time-averaged solid volume fraction along the bed

height using PDE and algebraic equation of granular
temperature

this system are solved by the finite volume approach. The first
order upwind discretization scheme is used for discretizing all
conservation equations. The phase-coupled PC-SIMPLE algorithm is
used for the pressure-velocity coupling. The linearized equations
are solved using a block algebraic multigrid method. The upper
section of the simulated geometry, or freeboard, is considered to
be occupied by gas only. The no-slip boundary condition is as-
sumed for the two phases at the walls. The Dirichlet boundary
condition is employed at the bottom of the bed to specify a uni-
form gas inlet velocity, and the pressure boundary condition is set
to atmospheric at the top of the freeboard.

4 Results and Discussions

4.1 Case Study (1). The experimental data in Refs. [23,30]
are utilized for validation of the model. The bed is 1 m in height
and 0.28 m in width. Its thickness is negligible, as compared with
the other dimensions. Therefore, the bed can be considered as
two-dimensional. Glass beads with the average diameters of
275 um and density of 2500 kg/m? are fluidized by air with
density of 1.225 kg/m?>. The range of superficial gas velocities is
0.1-0.6 m/s.

4.1.1 Granular Temperature. The basic parameter of kinetic
theory for emulsion phase is the granular temperature, which is
utilized in several structural correlations of the Eulerian—Eulerian
two-fluid model. The predicted result of the time-averaged solid
volume fraction along the bed is displayed in Fig. 1 in order to
compare the partial differential and algebraic granular temperature
equations. It is observed that both methods show the same results
with negligible discrepancy.

The computational time using the partial differential equation
(PDE) of the granular temperature, Eq. (4), is more than the alge-
braic equation (AE) of the granular temperature, Eq. (5). In addi-
tion, the time step for achieving the convergence solution using
the PDE method is 0.0001 s, while for the AE method, it is 0.0005
s. The most important is that the CPU time taken to complete a
simulation increases as the time step decreases. Therefore, for
saving the computational time without losing accuracy, the alge-
braic equation of the granular temperature can be utilized reason-
ably. This method is used in the rest of the simulations.

041301-4 / Vol. 132, APRIL 2010

10 T T
——<—— Syamlal-adj.

Gidaspow
6
10°F E
Wen Yu
- Di Felice
—~ 10° = i
% 10°F ——=—— Di Felice adj. / .
Lo/ e ==
% ° Syamlal k M,:V
= e JUPOOS
£ o't . ]
-
S s
= P o
g e
8 =
> ]
o]
a

L L L

.
0 0.1 0.2 0.3 04 0.5 0.6
Solid volume fraction (-)

Fig. 2 Quantitatively comparison between different drag mod-
els at wide range of solid volume fraction

4.1.2 Comparison  Between  Different Drag  Models
Quantitatively. The drag coefficient values as a function of the
solid volume fraction for different drag models are plotted in Fig.
2. The drag coefficient values are calculated at a constant Rey-
nolds number equal to 10, using the solid properties of case study
(1). All drag coefficients show a rising trend of drag coefficient
values by increasing the solid volume fraction. Figure 2 indicates
that, excluding the Syamlal-O’Brien and Di Felice adjusted mod-
els, which overestimate the drag coefficient values, remnant drag
models represent almost the same value of drag coefficient. The
Di Felice adjusted model precipitously separates from the others
toward the higher values of the drag coefficient. This trend con-
tinues until it cross the Syamlal-O’Brien adjusted model at the
values of solid volume fraction equal to 0.3. From this point on,
the Di Felice adjusted model gives the highest drag force’s values.
Figure 2 also reveals that adjusted drag models, based on the
minimum fluidization velocity, results in the prediction of higher
values of drag coefficient through the whole range of solid volume
fraction in case study (1).

4.1.3 Bed Expansion Ratio (H/HO). After the first 5 s, the
quasisteady state is reached. Therefore, the time-averaged distri-
butions of flow variables are computed from 5-25 s to avoid the
start up effect. Figure 3 shows the experimental data and simula-
tion results of the time-averaged bed expansion ratio. The figure
demonstrates the different drag model effects on the prediction of
the bed expansion. By increasing the superficial gas velocity, the
bed expansion ratio increases. From Fig. 3, it is observed that the
Syamlal-O’Brien adjusted model predicts a suitable bed expan-
sion at a gas velocity of 0.1 m/s, while the original form of the
Syamlal-O’Brien drag model does not predict the expansion of
the bed at a corresponding gas velocity. In addition, the Syamlal—
O’Brien adjusted model predicts the overestimation of the bed
expansion at high gas velocities. The Di Felice adjusted model
overestimates the bed expansion in the whole range of gas veloci-
ties. As a result, the Di Felice and Syamlal-O’Brien adjusted drag
models predict the highest values of computational errors com-
pared with the others in terms of the bed expansion ratio. Figure 3
also shows that the Ma—Ahmadi and Di Felice drag models pre-
dict appropriate results for a limited number of gas velocities. In
Sec. 4.1.4, these drag models are investigated in terms of the
time-averaged local voidage to choose the best one. The Syamlal—
O’Brien, Gidaspow, and Zhang—Reese drag models underestimate
the bed expansion ratio with appropriate values.

4.1.4 Time-Averaged Local Voidage. Figure 4 shows the influ-
ence of different drag models on the prediction of time-averaged
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Fig. 3 Computed bed expansion ratio by using different drag
models compared with experimental data

local voidage at U,=0.38 m/s and the axial level (y) of 0.2 m
just above the distributor. The drag models of the Ma—Ahmadi, Di
Felice, Syamlal-O’Brien, and Di Felice adjusted models lead to
the overestimation of time-averaged voidage, especially in the
central region of the bed. However, the Gidaspow, Syamlal—
O’Brien, and Zhang—Reese drag models predict suitable results at
a corresponding position in terms of the gas volume fraction. Fig-
ure 5 shows the comparison between the two drag models of
Gidaspow and Syamlal-O’Brien for U,=0.46 m/s at y=0.2 m in
terms of voidage profile. rms deviation of simulation results for
both suitable drag models of Gidaspow and Syamlal-O’Brien
have been reported in Table 2, based on

N 172
5rmSD - [ lz (Xexperimemal - Xcompulalional ) 2:| % 100 (27)
N% X

experimental

By considering Figs. 3-5, and Table 2, it is found that the Gi-
daspow drag model is a better choice to predict several hydrody-
namic parameters of case study (1), in comparison with the others.
Therefore, the Gidaspow drag function is used in the rest of the
simulations. In Figs. 4 and 5, increasing the gas volume fraction in
the central area of the bed is expected, due to the considerable
bubbles passing in this area, since the solids tend to flow down
near the wall. It is observed that the time-averaged local voidage
is smoother and more symmetric for a higher gas velocity of 0.46
m/s, in comparison with a lower gas velocity of 0.38 m/s (Figs. 4
and 5).

4.1.5 Comparison  Between  Different Drag  Models
Qualitatively. The experimental observations display small
bubbles near the distributor, and large bubbles at the top of the
bed. The bubbles grow while they rise to the top of the bed with
coalesces [8,10,22]. The reasons of this phenomenon are the wall
effects and interaction between the bubbles. In addition, body,
stress, and drag forces can influence on the bubble coalescence
phenomenon in the gas-solid fluidized beds. The experimental re-
sult of the gas volume fraction, which is displayed in Fig. 6,
indicates the small bubbles near the gas distributor and large
bubbles in the top region of the bed. This behavior is also illus-
trated in Fig. 6 for drag functions, excluding the adjusted drag
models. The adjusted drag models underestimate the effect of par-
ticle clustering. As can be seen in Fig. 6, the behavior of the
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fluidization in the bubbling fluidized bed containing Geldart B is
similar for all drag models qualitatively, excluding the adjusted
drag models, based on the minimum fluidization velocity.

4.1.6  Pressure Drop. In order to avoid the temporal fluctua-
tions of pressure drop in the early seconds of the simulation, the
time-averaged pressure drop is calculated after establishing a qua-
sisteady state. Therefore, time averaging is calculated over a range
of 5-25 s of real time simulation, similar to the previous sections.
Figure 7(a) shows the time-averaged pressure drop inside the bed
(between 2 axial levels of 0.03 m and 0.3 m) against the superfi-
cial gas velocity. The model predicts the declining trend by the
increase in the superficial gas velocity that is in agreement with
the experimental data qualitatively. Deviation from the experi-
mental data is observed that may be explained by the influence of
the gas distributor, which was not considered in the simulation. A
comparison of the time-averaged overall pressure drop against gas
velocity is plotted in Fig. 7(b), which is in good agreement with
the experimental data. As can be seen, there is no significant dif-
ference in the prediction of the overall pressure drop for the range
of the superficial gas velocity under study, except for the lower
gas velocity. The discrepancy at low gas velocity may be attrib-
uted to the solids being fluidized hardly, due to dominant interpar-
ticle frictional forces, which are not predicted by the model rea-
sonably.

4.1.7 Model Prediction for Case Study (1). Figure 8 shows the
pressure drop versus time at three different gas inlet velocities of
0.2 m/s, 0.38 m/s, and 0.46 m/s. The total pressure drop has an
oscillatory behavior in the bed. This figure indicates that the
higher gas velocity, the higher the bubble size. Therefore, bubble
breakup and coalescence rate will rise up by increasing the gas
velocity, which leads to higher fluctuations in pressure drop. This
prediction is inline with researchers’ findings [32]

The predicted results of the time-average solid volume fraction
are plotted in Fig. 9(a) for a gas velocity of 0.38 m/s in all sec-
tions of the bed. It is observed that in the middle of the bed, by
increasing the bed height, the solid volume fraction is decreased,
while this term is increased near the wall regions. Thus, two major
regions of the solid distribution concentration can be estimated.
The first region is the central part of the bed, where concentration
of the particles is low, and the second region is near the wall that
indicates high concentration of the solid particles, due to the ac-
cumulation of particles when they reverse.

In Fig. 9(b), the time-averaged axial solid velocity at U,
=0.38 m/s in all sections of the bed is shown. It is seen that the
particles’ velocity increases to the positive value of 0.574 m/s, and
then decreases to the negative value of —0.203 m/s along the bed
at the central parts. An experimental validation of this phenom-
enon, which is vital in heat and mass transfer studies, is required.
Descending of the particles from the top of the bed is the mean
reason for negative velocity.

4.2 Case Study (2). Experimental results reported in Ref.
[31] were used for validation of the model in a slugging regime.
The bed is 4 m in height and 0.382 m in diameter. The two-
dimensional simulation has been done for the bed, including poly-
styrene particles with the average diameters of 1899 um and den-
sity of 1102 kg/m?. The bed is fluidized by air with density of
1.18 kg/m>. The gas velocity is 2.8 m/s.

4.2.1 Time-Averaged Voidage. Figures 10(a) and 10(b) show
the computational results and experimental data of radial distribu-
tion of the gas volume fraction at different axial locations of 0.517
m, 0.757 m, and 1.365 m, and gas velocity of 2.8 m/s. The figure
displays that the gas volume fraction in the center of the bed
increases by increasing axial locations of the bed. As seen in Figs.
10(a) and 10(b), axial distributions of the gas volume fractions are
different. The average errors of the gas volume fraction between
the CFD results and the experimental data for different axial
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Fig. 4 Comparison of experimental and simulated time-averaged local voidage using different
drag models at y=0.2 m and U,=0.38 m/s

locations of 0.517 m, 0.757 m, and 1.365 m are 4.7%, 6.7%, and 4.2.2  Time-Averaged Solid Velocity Vector, and Contour Plot
1.1%, respectively. By considering the reported computational er-  of Gas Volume Fraction. Figure 11 shows the time-averaged ve-
rors in the present work, it is found that the model represents locity vectors of the particles. This figure indicates that the par-
better results, compared with the previous works [22-25]. ticles move upward at the center of the bed and fall down near the
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wall. This phenomenon is in accordance with the experimental
data reported in the literature [33,34].

In general, slugging fluidization can occur in the beds of small
diameter such as laboratory scale reactors and pilot-scale units, if
three conditions are met: (1) the maximum bubble size greater
than 0.6 times the diameter of the bed, (2) the superficial gas
velocity sufficiently high, and (3) the sufficient depth of the bed
[35]. Baeyens and Geldart [32] suggested a key correlation for the
prediction of the slugging velocity limit

Table 2 RMS deviation of numerical results

With With

Syamlal-O’Brien Gidaspow

rms % drag model drag model
Bed expansion ratio (H/H,) 8.03 5.53
Local voidage at U,=0.38 m/s 15.73 17.93
Local voidage at U,=0.46 m/s 21.92 13.51

Solid volume fraction (-)
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| 53501
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Fig. 7 Time-averaged pressure drop against superficial gas
velocity (a) inside the bed and (b) overall the bed

Ups— Upe=0.07(gD)"? + 1.6 X 103(H, — H,)?, H, =60D"'7

(28)

By considering U, ;=62 cm/s and Eq. (28), the minimum slug-
ging velocity U, is equal to 81.8 cm/s. Therefore, in the case
study (2), the bed operates in the slugging regime, which is con-
firmed by Fig. 12. This figure shows the snapshots of the gas

Ma-Ahmadi Adj. Syamlal-O'Brien  Di Flice

Di Flice Adjusted

Fig. 6 Comparison of experiment and simulated bubbles for different drag models qualitatively (U,=0.38 m/s)
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volume fraction profile. Initially, the height of the solid in the bed
increased until it leveled off at a quasisteady state bed height,
although the apparent fluctuation in the bed height is due to
bubble growth and coalescence. The slug is reached at =9 s (Fig.
12).

By considering U, Figs. 10(a) and 12, it can be concluded
that the present model is suitable for simulation of the slugging
fluidized beds. However, fluidized beds are chaotic systems and
changes in geometry of the system; parameters of the solid phase
and gas velocities lead to different results and conclusions. The

()

10407
0081

Noe——

-07208
-0617
-0513

-03065
-0.203

-0099

-0824

current work showed that the model could be used for the wide
range of gas velocity and different types of solid particles such as
Geldart B and D.

5 Conclusion

The algebraic granular equation could be used for simulation of
the dense gas-solid fluidized beds instead of the full granular tem-
perature equation to reduce the computational time without loos-
ing accuracy.

Predicted results showed that the Gidaspow’s drag model had a
better agreement with the experimental data, in comparison with
the other drag models for the conventional BFB. The bubbling
fluidization is occurred using all drag models excluding the ad-
justed models. Researchers reported that using the Syamlal—
O’Brien adjusted drag model for BFB and circulating fluidized
beds of FCC particles leads to reasonable results [36-38], while
the present study showed that the adjusted drag functions, based
on the minimum fluidization velocity, were not suitable for simu-
lation of BFB of Geldart B particles.

The proposed model predicted the overall time-averaged pres-
sure drop of the bed reasonably, especially when the bubbling
regime was established. The model overpredicted the time-
averaged pressure drop inside the bed. Besides, for the gas veloc-
ity in the range of the slugging regime, the simulation results not
only predicted the good results in terms of the voidage profile in
several levels of the bed and suitable solid velocity vector, but
also showed the slug formation in the bed.

Predicted results also determined two major regions of the solid
concentrations: the central part of the bed with dilute solid con-
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Fig. 9 Computed time-averaged (a) solid volume fraction and (b) solid axial velocity (m/s)
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centration and near the wall with dense solid concentration. This
model predicted more information about the time-averaged solid
particles velocity at the whole part of the bed, which are helpful in
the heat and mass transfer studies for future works.

Nomenclature
Cp = drag coefficient, dimensionless
d; = diameter (m)

e, = restitution coefficient, dimensionless
g = acceleration due to gravity (m/s?)
go = radial distribution coefficient, dimensionless
H = expanded bed height (m)
H, = static bed height (m)
I = stress tensor, dimensionless
I,p = second invariant of the deviatoric stress tensor,
dimensionless
kos = diffusion coefficient for granular energy
(kg/s m)
K,, = gas/solid momentum exchange coefficient,
dimensionless
P = pressure (Pa)
r = radial coordinate (m)
R = radius (m)
Re, = Reynolds number, Egs. (15) and (16),
dimensionless
t = time (s)
U = superficial gas velocity (m/s)
v; = velocity (m/s)
z = height coordinate measured from distributor
(m)
v, = fluctuating particle velocity of the particulate
phase
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Fig. 12 Contour plot of gas volume fraction at U,=2.8 m/s

¢ = angle of internal friction
¢, = transfer rate of kinetic energy (kg/ (s3> m))

Subscripts
col = collision
fr = friction
g = gas
i = general index
kin = Kkinetic
mf = minimum fluidization

q = phase type (solid or gas)

s = solids

t = terminal

T = stress tensor
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Implicit LES Predictions of the
Cavitating Flow on a Propeller

Rickard E. Bensow
Goran Bark

We describe an approach to simulate dynamic cavitation behavior based on large eddy
simulation of the governing flow, using an implicit approach for the subgrid terms to-
gether with a wall model and a single fluid, two-phase mixture description of the cavi-
tation combined with a finite rate mass transfer model. The pressure-velocity coupling is

handled using a PISO algorithm with a modified pressure equation for improved stability
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when the mass transfer terms are active. The computational model is first applied to a
propeller flow in homogeneous inflow in both wetted and cavitating conditions and then
tested in an artificial wake condition yielding a dynamic cavitation behavior. Although

the predicted cavity extent shows discrepancy with the experimental data, the most im-
portant cavitation mechanisms are present in the simulation, including internal jets and
leading edge desinence. Based on the ability of the model to predict these mechanisms,
we believe that numerical assessment of the risk of cavitation nuisance, such as erosion
or noise, is tangible in the near future. [DOL: 10.1115/1.4001342]

1 Introduction

Cavitation is responsible for most major constraints in propeller
design, related to noise, vibration, and erosion but is a complex
phenomenon not yet neither reliably assessable nor fully under-
stood. Standard design tools typically include potential flow solv-
ers, lifting surface or boundary element approaches, with strict
theoretical limits on cavitation modeling that only in the hands of
an experienced designer may give satisfactory propeller designs.
This situation, together with fairly short design cycles, makes it
difficult to advance the design toward smaller safety margins to
cavitation nuisance and thus hinder efficiency improvements.
There is thus a need both for better understanding of the physical
mechanisms leading to cavitation nuisance as well as for im-
proved prediction and analysis tools.

Experimental observations alone can show many of the phe-
nomena occurring but suffers from limitations in the measurement
techniques. One example is in measuring reentrant jets and inter-
nal flow, flow features hidden for optical measurement techniques
by the cavity itself but often important to study in the develop-
ment of erosive cavitation [1]. The access to the complete flow
field through a numerical simulation would thus be a welcome
complement to experimental data. The numerical simulation of
cavitation does, however, include many complications since some
of the physics of the fluid and the mass transfer are unknown.
Moreover, the cavitation dynamics is governed by medium to
small flow scales, both in time and space [1], necessitating large
computational grids and small time steps.

In this paper, we study the feasibility to use incompressible
large eddy simulation (LES) techniques, using an implicit model-
ing approach for the subgrid term, for the prediction of cavitation
on a propeller, based on considering the flow as a single fluid,
two-phase mixture. A model transport equation for the local vol-
ume fraction of vapor is solved together with the LES equations
and a finite rate mass transfer model is used for the vaporization
and condensation processes.

The propeller we use is the four-bladed INSEAN E779A. Al-
though an old design, the experimental database is extensive, in-
cluding both PIV and LDV wake measurements [2-4] and cavi-
tation observation in homogeneous [5] and inhomogeneous [6]
flow conditions, which makes it a good validation case. The con-
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ditions studied computationally in this work is (i) uniform inflow
at an advance number J=0.71 and cavitation number o0=1.76 and
(ii) nonuniform inflow, formed by an artificial wake inflow, at J
=0.71 and 0=4.455. Bensow and Liefvendahl [7] previously re-
ported a validation study for this propeller in noncavitating con-
ditions, using the same LES technique as in this work.

We start by describing the modeling approaches in some detail
and discuss the basic validation of the computational model both
for noncavitating as well as for cavitating flows. We then continue
by summarizing the results of Bensow and Liefvendahl [7] for the
noncavitating conditions at J=0.88 as a validation for wetted pro-
peller flow. Next, follows an analysis of the simulations results for
the cavitating flow, starting in uniform inflow followed by the
propeller in the artificial wake. Finally, we summarize our find-
ings and give some outlooks for future work.

2 Modeling Techniques

The simulations presented in this paper are based on applying
an incompressible LES approach, based on cell-centered, unstruc-
tured finite volume (FV) technique, solved using a segregated
pressure implicit with splitting of operators (PISO) algorithm for
the velocity-pressure coupling with a modified pressure equation
to increase the stability for cavitation simulations. To model the
cavitating flow, we adopt a two-phase mixture assumption by in-
troducing the vapor volume fraction and solving an additional
transport equation, incorporating finite rate mass transfer models
for the vaporization and condensation processes. Before giving
some details of the different modeling components listed above,
we start by discussing and motivating our choices. References are
given to recent work that complement or support our ideas but are
not intended as a review of the current status of the research field.
For comparisons between different mass transfer modeling ap-
proaches based on a transport equation we refer to, e.g., Refs. [8]
or 9, where the latter also gives a brief outlook on other ap-
proaches.

In LES, the large, energy-containing structures are resolved on
the computational grid, whereas the smaller, more isotropic, sub-
grid structures are modeled; this separation of scales within the
flow is accomplished by a (implicit) low-pass filtering of the
Navier—Stokes equations, see, e.g., the book by Sagaut [10]. In
contrast with RANS approaches (e.g., Wilcox [11]), which are
based on the average flow description, LES naturally and consis-
tently allows for medium- to small-scale, transient flow structures.
When simulating unsteady, cavitating flows, we believe this is an
important property in order to be able to capture the mechanisms
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governing the dynamics of the formation and shedding of the
cavity. An alternative approach that also takes these scales into
account is to solve the Euler equations, thus neglecting viscous
effects. However, we believe that viscosity plays a small but im-
portant role in the generation of secondary cavities that can be of
very erosive character. Moreover, the long-term goal is to study
propeller and rudder cavitation and it’s erosive and noise generat-
ing nature in a correctly simulated ship hull wake, thus including
boundary layers and appendage wakes, which are due to viscous
action.

It is often considered that compressibility effects can be ne-
glected unless pressure pulse generation and propagation is of
particular interest, and this was also our starting point for this
work. We have however noted, both in this study and from expe-
riences from Huuva [12], that there seems to be a possibility for
improvement in the flow physics representation if compressibility
is accounted for. This relates to rebounds and interaction phenom-
ena between different cavities as well as the pressure field devel-
opment. The coupling between the pressure and the density in a
PISO based approach is further discussed by Senocak and Shyy
[13], where different approximations of the speed of sound are
tested and greatly affects the unsteady behavior of an attached
sheet cavity. Furthermore, good results were recently obtained us-
ing a fully compressible solver by, e.g., Schnerr et al. [14] and
Koop [15], although at a tough penalty having the time step lim-
ited by the acoustics, or by Qin et al. [16], where a weakly com-
pressible approach is used.

The two-phase mixture assumption, as compared with a two
fluid modeling, is well in line with the filtering in LES; small
bubbles that are not possible to resolve are seen as a mixture
through the LES filter. This will hold also for larger bubbles un-
less the grid is aligned with the interface, which is not a reason-
able approach. The imposed approximation with this approach is
that it does not easily include the slip between the velocities in the
liquid and vapor phases, which may occur for large bubbles. We
do however believe this to have a very small influence of the
dynamics being governed by the heavier phase.

The finite rate mass transfer modeling follows the work of
Kunz et al. [17] with one vaporization source, active in regions,
where the pressure is below vaporization pressure and a conden-
sation source active in the interface regions, both entering the
vapor volume fraction transport equation and the velocity diver-
gence constraint. In our experience, as well as in literature
[8,18,19], different phase change modeling approaches yield simi-
lar results and the choice of one or another seem not to be crucial
in cavitation simulation.

One important effect not included in our model, is the presence
of noncondensable gases dissolved in the liquid water. During the
vaporization, this gas content will be transferred to a gaseous state
and remain in gaseous form for some time after the condensation
and leaves a clear trace of previous cavitation in the water, affect-
ing its strength and thus it’s cavitation dynamics if passing into a
low-pressure region once more. This would be of great impor-
tance when simulating, e.g., rudder cavitation in behind conditions
or flows where ventilation is important. Noncondensable gas ef-
fects are included in Ref. [17] but in the present efforts to simulate
the primary occurring cavities on the propeller blade, we believe
this is not of a significant importance. However, in the continued
work toward more complex configurations or looking more into
details of secondary cavitation and rebounds, noncondensable
gases certainly needs to be taken into account.

2.1 Large Eddy Simulation. Starting from the incompress-
ible Navier—Stokes equations, the governing flow equations con-
sist of the balance equations of mass and momentum,

a(pv)+V-(pv@Vv)==Vp+V-S

(1)
V-(pv)=0

041302-2 / Vol. 132, APRIL 2010

where v is the velocity, p is the pressure, S=2uD is the viscous
stress tensor, where the rate-of-strain tensor is expressed as D
=1/2(Vv+Vv7), and u is the viscosity. The LES equations are
derived, following, e.g., Sagaut [10], from Eq. (1) by applying
low-pass filtering, using a predefined filter kernel function G
=G(x,A), such that

a(pV)+V-(pv®V)=-Vp+V-(S—B)

(2)
V-(pv)=0

where overbars denote filtered quantities and commutation errors
have been neglected. Equation (2) introduces one new term when
compared with the unfiltered Eq. (1): the unresolved transport
term, where B=p(v® v-v®YV) is the subgrid stress tensor. Fol-
lowing Bensow and Fureby [20], B can be exactly decomposed as

B=p(V®v-v®Vv+B) 3)

where now only B needs to be modeled. We remark that the first
term on the right hand side in Eq. (3) is identical to the scale
similarity term of Bardina et al. [21]. We will here employ an
implicit LES (ILES) approach, meaning that no explicit model is

applied for B. Instead the numerical dissipation is considered

enough to mimic the action of B, see Ref. [22] and the references
therein and Bensow and Liefvendahl [7] for an application to
propeller flows.

In LES, the grid in the near wall region needs refinement in all
three directions compared with the free-stream resolution in order
to resolve the energetic structures. In particularly, the resolution in
the spanwise direction is important, as opposed to RANS where
the wall normal resolution is in focus. However, for flows of en-
gineering interest, the computational cost for a wall resolved LES,
capturing the anisotropic flow structures such as streaky struc-
tures, hairpin vortices and ejection events, is too high. Instead, we
apply a wall model based on the logarithmic law of the wall,
implemented through an adjustment of the viscosity in the cells
adjacent to the wall. We thus add a subgrid wall-viscosity vy, to
v=u/p on the wall so that the effective viscosity v+ vy, becomes
v vy =T, (G0, Iy) =y, v;’p, where the subscript P denotes
evaluation at the first grid point away from the wall, see Ref. [23]
for more details. Although a very simple approach, it was success-
fully applied to a wide range of flows, including the ILES mod-
eling we use in this paper, see, e.g., Refs. [7,24,25].

2.2 Multiphase Modeling. To simulate cavitating flows, the
two phases, liquid and vapor, need to be represented in the prob-
lem, as well as the phase transition mechanism between the two.
Here, we consider a one fluid, two-phase mixture approach, where
density and viscosity varies linearly as a function of the local
vapor volume fraction. The spatial and temporal variation in the
vapor fraction is described by a transport equation including
source terms for the mass transfer rate between the phases.

Adding this transport equation to the filtered equations of con-
tinuity and momentum, Eq. (2), we get

(V) +V - (pV®V)==Vp+V-(S—-B) (4a)
ap+V-(pv)=0 (4D)
da+ V- (av)=m/p, (4¢)

where m is the mass transfer rate from liquid to vapor, p, the
density of the vapor, and « is the vapor volume fraction, where
a=1 corresponds to pure vapor and a=0 to pure liquid. Of
course, alternatively, the liquid volume fraction could be used
with the corresponding definition and transport equation.

As mentioned above, the vapor volume fraction is used to scale
the physical properties of vapor and liquid as
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p=ap,+(1-a)p, (5a)

w=ap,+(1-a)y (50)

where the bulk densities, p; and p, and viscosities u; and w, for
liquid and vapor are kept constant throughout the computation.
Inserting the density according to Eq. (5a) into the continuity Eq.
(4b) and using the vapor transport Eq. (4c), we find the well
known inhomogeneous velocity divergence for the cavitating
flow,

1 1
V-v:(———)n'1 (6)

Pv Py
which indicates that the mass transfer rate needs to be incorpo-
rated also in the pressure equation in the PISO algorithm we use.

2.3 Kunz ef al. [17] Mass Transfer Model. The mass trans-
fer model used in this study is based on the ideas of Kunz et al.
[17], that in turn originates from the work of Merkle et al. [26].
The final form of the model can however be considered as based
on fairly intuitive, ad hoc arguments. The mass transfer in this
model is based on different strategies for vaporization and con-
densation, compared with most similar models that only rely on a
single expression for both creation and destruction of vapor. The
vaporization m* is modeled to be proportional to the amount by
which the pressure is below the vapor pressure and the amount of
liquid present while the condensation 72~ is based on a third order
polynomial function of the vapor volume fraction,

. min[o’ﬁ_pv]
mt=A"p,(1—a)—————— Ta
pu(1-a) 2 (7a)
- =A"p,(1 - a)a? (7b)

and the specific mass transfer rate is computed as m=m*—m".
Here, p is the filtered pressure, p,, is the vaporization pressure and
A* and A~ are empirical constants (of dimension [s~']); the values
used and their impact on the results will be discussed below in
connection with the simulation results. Thus, vaporization occurs
when the pressure is below the vapor pressure and there exist
some liquid to vaporize while condensation is restricted to the
interface region of the cavity, independent of the pressure with a
maximum at a=1/3 and going to zero in the pure vapor region
and the pure liquid region. The properties of m are thus such that
the vapor fraction should stay in the interval a € [0, 1] but in the
numerical solution procedure this is however not guaranteed. In
our simulations, this has not been a problem and no limiting pro-
cedure on « has been applied.

2.4 Discretization and Solver Procedure. The computational
model described above has been implemented using the Open-
FOAM libraries [27]. The spatial discretization is performed using
a cell-centered colocated FV method for unstructured meshes with
arbitrary cell-shapes, and a multistep scheme is used for the time
derivatives. To complete the FV-discretization the face fluxes need
to be reconstructed from grid variables at adjacent cells, requiring
interpolation of the convective fluxes and difference approxima-
tions for the inner derivatives of the diffusive fluxes; see Refs.
[28,29] for more details on the discretization and the numerics
used in OpenFOAM. For the simulations presented in this paper, a
second order implicit time scheme is used combined with second
order linear interpolation in space, except for the convective terms
discussed in the next paragraph. The time step is set small enough
to ensure a maximum Courant number (Co) of less than 0.5 ev-
erywhere in the computational domain. The iterative solvers are
considered converged when the residuals have been reduced by a
factor of 10717,

Since the present methodology is based on implicit modeling of

the modified subgrid stress tensor B, a slightly diffusive scheme is
needed to make the leading order truncation error act as the dis-

Journal of Fluids Engineering

sipative action of the subgrid stress tensor. This can be performed
using different kind of limiters and schemes, and in the present
simulations a simple form is used via a TVD limited linear inter-
polation scheme. Several different discretization schemes were
tested and it is shown in Bensow and Liefvendahl [7] that this
approach does not cause excessive numerical diffusion and yields
results that are comparable to the ones achieved with a pure sec-
ond order scheme together with an explicit subgrid model.

The pressure-velocity coupling is handled via a PISO procedure
[30] based on a Rhie-Chow-like interpolation for cell-centered
data [31]. Before entering the PISO-loop, the vapor volume frac-
tion transport equation is solved as well as a momentum predictor
step. The mass transfer terms are incorporated into the pressure
Poisson equation through Eq. (6) as a split source term with the
part including the pressure treated implicitly, whereas the rest is
treated explicitly, similar to what was done in Ref. [17],

v (i v [ﬁ]) =, =P IMP1=V - [UT+ (" = o) i

-M* v) (8)

where A is the discretized operator decomposed from the momen-
tum equations, U* is the intermediate velocity prediction, and M*
is the pressure independent part of Eq. (7a),

neg(7*"' - p,]

Mt=-A"p (1 -«
po(1-a) 2o

©9)

where is p*~! the pressure solution in the previous iteration. This
split is introduced to increase the stability of the solution proce-
dure, since the mass transfer terms can reach very large values in
certain regions of the computational domain.

The current solver implementation does not support relative
motion between different parts in the domain. Thus, the propeller
rotation is created by rotating the complete mesh in space, updat-
ing the grid points in each time step. The solver is modified as
described in Ref. [32] to implement the mesh motion while re-
specting the so-called discrete space conservation law, which is
particularly important for incompressible flow simulations. The
alternative approach of using a rotating frame of reference yields,
according to our experience, degraded accuracy, possibly due to
the introduction of large centrifugal and Coriolis forces into the
momentum equations. In particular the case with the propeller in
nonuniform inflow would benefit from the possibility of keeping
the major part of the domain fixed in space and only rotate a part
surrounding the propeller. This is since a large amount of control
volumes are wasted in resolving the artificial wake when the com-
plete mesh is rotated. Relative motion is of course a necessary
solver development to be performed before a hull/propeller/rudder
simulation can be performed.

2.5 Validation of Computational Model. The modeling
techniques and their implementation described above were used
extensively for noncavitating flows, ranging from more basic vali-
dation cases such as channel flow [24] and the flow past a circular
cylinder [33] to more advanced cases such as the Darpa SubOFF
[24] and the propeller simulations reviewed below from Ref. [7].
This last reference includes a discussion of, e.g., subgrid model
sensitivity, and a comparison between ILES and the use of an
explicit subgrid model.

For the cavitation modeling we here briefly report simulations
of the cavitation on a hemispherical head shape at 0 deg angle of
attack at Re=1.36X 103, experimentally investigated by Rouse
and McNown [34]. This was one of the cases used by Kunz et al.
[17] and it was repeated in the investigations by, e.g., Vaidy-
anathan et al. [35], Senocak and Shyy [9], and Ahuja et al. [36].
Our simulations were performed transiently in a fully three-
dimensional domain in order to mimic the configurations used for
the propeller simulations and for wetted flow and cavitating flow
at 0=0.40. The grid used contained 2.2 X 10° hexahedral cells
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with the parameters A*=2X 10*, A"=103, and p,/ p,= 1000, same
as we use for the propeller simulations. As can be seen in Fig. 1
the pressure distribution agrees well with experimental data for
both the wetted and the cavitating flow. We noted some minor
unsteadiness of the cavity in the simulations, as can be expected,
and we here report average values.

3 The INSEAN E779A Propeller

The propeller INSEAN E779A is a four-bladed propeller, origi-
nally designed in the 1950:s for a ferry but was never built in full
scale. Although being an outdated design, an extensive experi-
mental database has been built by the research team at the Italian
ship model basin, INSEAN, and it can be considered as one of the
most completely mapped conventional propellers in open litera-
ture. Moreover, the propeller was selected as a validation case for
multiphase flow developments within the EU-project VIRTUE
and comparisons between several different simulation approaches,
including potential flow solvers, RANS, and LES, were reported
in Refs. [18,19]. The data set covers the propeller in both homo-
geneous inflow as well as in an artificial wake for both noncavi-
tating and cavitating conditions. Among the published data are
PIV and LDV of the propeller wake [2,3], cavitation pattern [6],
and pressure-velocity correlations [4].

The propeller geometry has been obtained through a three-
dimensional mapping using a digital topometry technique. The
propeller diameter is Dp=0.227 m and is displayed in Fig. 2. The
cavitation tunnel, where the experiments were performed has a
square cross section with fillets in the corners. The propeller

Fig. 2 The INSEAN E779A propeller
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Pressure distribution on the hemispherical head shape for noncavi-

blocking is reported to be less than 10%. The experimental con-
ditions were a water density of p=1000 kg/m> and viscosity »
=1.11X 107 m?%/s.

4 Simulation Results

4.1 Computational Domain and Grids. In order to avoid the
need for relative motion between the propeller and the external
domain, the computational domain was simplified to a cylinder
extending one Dp upstream the propeller and 3.75 Dp downstream
with a radius of 0.334 m, yielding the same cross-sectional area as
the cavitation tunnel. The computational grids have approximately
4.5 X 10 cells composed of tetrahedrals with prisms in the bound-
ary layer and manually refined in the tip vortex region, the region
of expected cavitation and the blade wakes, see Fig. 3. For the
nonuniform inflow case, the refinement in the blade wake was
sacrificed in order to increase the resolution upstream of the pro-
peller to be able to transport the artificial wake, defined as an inlet

&7

Fig. 3 The computational domain and the grid for the uniform
inflow case. In (a), the flow is visualized with two isosurfaces of
the helicity.
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Table 1 Computed open water coefficients at J=0.88 and J
=0.71 in noncavitating conditions

J Ky 10K, n
0.88 Exp 0.157 0.306 0.719
LES 0.159 0.307 0.725
0.71 Exp 0.256 0.464 0.623
LES 0.256 0.453 0.639

boundary condition, up to the propeller. On the blades, the cell
sizes in the wall normal direction are such that y* =< 10 except near
the leading edge, where higher velocities lead to slightly higher
values. For the surface mesh, a typical triangle base length of x*
~300 is encountered in the middle of the blade with considerably
smaller triangles used toward the edges. This near wall resolution
is deemed sufficient for reliable wall-modeled LES based on our
experiences with the applied wall model. In order to reach a high
accuracy in time, we allow for 20 time steps per degree rotation
thus satisfying the Co<<0.5 limit mentioned above.

The computational time for this set up is approximately two
days for one revolution on 21 Intel Xeon 5160, 3 GHz dual core
CPUs once the flow is fully developed, which is attainable within
two weeks of computing. Reaching a statistically converged mean
flow thus indicates a running time of several weeks, even if the
computational resources are scaled up. However, when it comes to

RN )
| ]

@ r—r~+t7/t+t—+t—r~T1—T 1T t + + 1

a cavitating flow in a prescribed wake, the simulation yields use-
ful data already during the first blade passage in the developed
flow and sampling statistical data seems necessary primarily when
an unsteady wake is used in the simulation.

5 Noncavitating Flow Conditions

This section constitutes a summary of the results in Bensow and
Liefvendahl [7]. It is included here to demonstrate the capabilities
of the described LES approach for propeller flows, the accuracy of
the chosen discretization scheme and that the grid resolution is
deemed sufficient. The experimental data for this condition are
reported in Stella and co-workers [2,37], Di Florio et al. [3], and
Di Felice et al. [4].

5.1 Open Water Characteristics. We start with a quantita-
tive comparison of the measured thrust coefficient Ky
=T/ (anD‘}), where T is the thrust, n is the rate of revolution, and
torque coefficient KQ=Q/(pn2D15,)), where Q is the torque. The
forces and moments are here computed for the blades only, in
order to compare with the measurements, where 7, and Q, mea-
sured without the propeller mounted in the tunnel are deducted
from the total values. Comparisons have been made for two ad-
vance numbers, J=0.88 and 0.71, and the agreement is excellent
in both cases, see Table 1. These two conditions have been chosen
since the experiments are focused on J=0.88 for the wetted flow

-0.125  0.125  0.375

-0.250 0.000 0.250 0.500

Fig. 4 Contours of the inplane velocity components: (a) U/U,, and (b) V/U.. The background contour plane indicates the

experimental data and the lines the computational results.

(@

(b)

Fig. 5 Contours of the axial velocity U/U..: (a) x/ Rp=0.2 and (b) x/ Rp=0.2. The background contour plane indicates the

experimental data and the lines the computational results.
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Fig. 6 Isosurfaces of the magnitude of the vorticity ||V Xv||
=100 s~' for the experiments (in black) and the computation (in
light gray)

conditions and J=0.71 for the steady cavitating conditions. The
cost to perform these computations using LES prohibits the evalu-
ation of a full propeller characteristics curve.

5.2 Wake Flow Validation at J=0.88. This is the flow case
in the experimental database with best wake flow measurements,
and was thus used to validate the computational model for propel-
ler flows. In this setup, n=25 rps and U..=5 m/s, and the Rey-
nolds number, based on the propeller tip velocity, is Re=2.9
X 10°. From Figs. 4—6, in combination with the agreement of K
and K, from Table 1, we conclude that the flow is correctly pre-
dicted within the limits of the mesh resolution. The tip vortex
location, including the slipstream contraction, as well as the blade
wake deformation is in good agreement with the experimental
data. However, the sharpness of the structures is lost and the tip
vortex fades after approximately one revolution. Considering the
mesh resolution this is not surprising, since there are only four to
five cells across the vortex core and even less in the thin blade
wake. It thus seems very clear that an automatic mesh refinement
algorithm needs to be applied for a propeller flow in order to get
the best possible cell distribution, probably combined with a vor-
tex preservation method, such as vorticity confinement [38] or
vorticity-strain VMS [39], to be able to predict the tip vortex
evolution.

6 Cavitating Flow Conditions

We have simulated the cavitating flow on the propeller for two
conditions. In the first case the inflow is undisturbed and thus
constitutes a steady condition, comparing with the experimental
results of Pereira et al. [5] while in the second case an artificial
wake field was created causing a dynamic loading of the blades
and thus forming an unsteady cavity, experimental results are re-
ported in Pereira et al. [6]. In both cases the cavitation phenomena
are reasonably well predicted, displaying the main controlling
mechanisms, although the cavity extent is not satisfactory. For the
steady case a parametric study regarding the parameters A* and A~
has been performed in order to establish any sensitivity on cavity
extent related to the model settings. The conclusion is that within
certain parameter ranges, no significant differences on the simu-
lation results could be detected.

6.1 Uniform inflow at /=0.71 and 0,=1.76

6.1.1 Comparison With Experiments. For this flow, the rate of
revolution was n=36 rps and the inlet velocity U,=5.808 m/s
and the pressure was adjusted to reflect the cavitating condition at
0,=1.76 with p.-p,=58,900 Pa. As can be seen in Figs. 7 and 8,
displaying a snapshot from the simulation, the simulated cavity is
too large and extends to a smaller propeller radius than in the

041302-6 / Vol. 132, APRIL 2010

(b)

Fig. 7 Cavity extent in steady conditions in (a) and (b) com-
putations and in (c) experiments; (a) shows the isosurface of
vapor fraction «#=0.5 and in (b) planes with contours of «

experiments. This behavior was however noted in most computa-
tions, using a variety of simulation techniques and models, re-
ported in Ref. [18] and could thus be due to geometrical modeling
problems, related to, e.g., turbulence triggering or similar effects.
We note that the flow is clearly deflected by the cavity and a jet is
formed, which rolls up into the tip vortex, visible via the surface
streamlines displayed in Fig. 7(a). This jet also seems to be the
main cause of instabilities in the simulation since the flow gets
quite strongly accelerated when passing between the blade and the
tip vortex. It is also worth noting that this deflection is effective
mainly for higher levels of vapor fraction, say above a=0.75, and
the simulated flow and pressure distribution seem to “see” a
smaller cavity, more similar to the one in the experiments. This is
also indicated by the location of the tip vortex, which seems to be
in good agreement with the experimental picture. If this behavior
is due to that the interface is not sharp enough, particularly in the
downstream edge of the cavity, insufficient mesh resolution, mass
transfer model deficiencies, or a combination, needs to be further
investigated. Looking at the thrust and torque (Table 2), the trends
from the experiments are correctly captured although slightly ex-
aggerated but consistent with the overpredicted cavity extent.

6.1.2 Parameter Sensitivity. Due to the discrepancies in cavity
extent between simulations and experiments, we performed sev-
eral simulations varying the parameters controlling the mass trans-
fer modeling, A*, A~, and p;/ p,. The simulations displayed above
was performed using A*=2X10% A~=10% and p,/p,=1000.
These choices are based on previous experience that best results

(a) (b)

Fig. 8
=1.0

Isosurfaces of pressure in (a) Cp=1.76 and in (b) Cp
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Table 2 Computed open water coefficients at J=0.71 in non-
cavitating and cavitating conditions

J o, Ky 10K,
0.71 1.763 Exp 0.255 0.460
LES 0.252 0.450

o Exp 0.256 0.464

LES 0.256 0.453

are achieved setting these values as high as possible without en-
dangering numerical stability [12]. In order to detect if the over
predicted cavity extent was influenced by these ad hoc choices
simulations were performed varying the values according to Table
3.

The influence of density ratio was studied by Kunz et al. [17]
with the conclusion that p;/ p,=1000 is sufficiently high and there
is no need to use the correct vapor density, p,=0.022. This has
been confirmed for this case as well.

The vaporization and condensation parameters, A* and A~, are
more difficult to say something definite about. In the original
work by Kunz et al. [17], A* and A~ were identical and set to
100z.,, where ¢, represents a mean flow time scale. Estimating 7.,
not given in the paper, yields an A* of the same order of magni-
tude as used in this work while A~ is approximately one order of
magnitude higher. The simulations presented by Huuva et al. [40]
used a considerably lower A~ than used in this work without de-
graded performance. In Vaidyanathan et al. [35] a sensitivity
analysis is performed for this particular mass transfer model.
Their results showed that the case with highest values A* and A~
yields best agreement with experimental data, thus supporting our
impression, although the actual values appear to be lower than
what we have used in this work. It thus seems that the choices are
implementation dependant and possibly also to some extent case
dependant. The overall impression from this study is that this
cavitating flow is surprisingly insensitive to the parameter values.
As long as the condensation parameter A~ is above 500, no sig-
nificant difference between the simulations could be detected. Us-

Table 3 Tested parameter ranges for the mass transfer
modeling

AT A” Po P/ py

2X1072-2 X 10° 5-5000 0.022-1 10°-4.5x 10*

(@

ing A~ greater than 2500 yielded numerical instabilities while a
too low value yield a very smeared cavity with the trailing edge
diffused over the blade.

6.2 Artificial Wake Inflow at /J=0.90 and o,=4.455

6.2.1 Definition of the Wake Inflow. In this case, the inflow to
the propeller is disturbed by five vertical plates, creating a region
of velocity deficit in order to emulate a ship wake. The resulting
velocity field was measured using LDV both without the propeller
mounted to achieve the nominal wake distribution, as well as
during operating conditions of the propeller, giving the total arti-
ficial wake propeller inflow. The measurement plane was located
0.52 propeller radii upstream of the propeller origin.

In order to compute this flow without modeling the actual plates
and the tunnel, it was recommended for the VIRTUE, Second
WP4 workshop, Rome, October 2008, as reported in Salvatore et
al. [19] to use the nominal wake distribution as inflow conditions
to the computational domain. However, in our implementation,
this resulted in several unphysical pressure peaks forming at the
inlet; the reason is presently unknown. Instead an analytical ex-
pression was derived to mimic the wake.

Unnfiow = Uo(f1f2 + f3)
S1 = Uy + 1/2(tanh(Cg(z = CwRp))) — tanh(Cg(z + CwRp))
where) f>=0.5+ 0.5 tanh(Cg(y — CypRp))

f3= Uimax(0.5 +0.5(1 — tanh(Cg(y — CypRp))))
(10)

where u,,,=1.02 is the maximum relative velocity, Cg=150 de-
fines the sharpness of the edges of the wake, Cywp=0.4 and Cyp
=0.25 is the width of the wake and its distance from the center
axis (both normalized by the propeller diameter, Rp), Ugit=1max
— Upmin» Where u; is the minimum relative velocity and y and z are
the inplane coordinates at the inflow. The expression is formed
using the “smooth step”-function property of the tanh, and com-
bine several steps to create the rectangular shape of the experi-
mental wake.

As can be seen in Fig. 9, the resemblance between the simu-
lated total wake and the measured one is fair. There are four
noticeable differences that most likely affect the comparison be-
tween computational and experimental results: the velocity deficit
at 0 deg (twelve o’clock) is larger in the computational wake, the
wake is sharper in the experiments, the flow outside the wake is
more accelerated in the experiments, and the flow field is more
regular in the computations. The last one is probably less impor-
tant while the others may have a significant impact on the results.

Recommended inlet Ux/6.22

(Exp. nominal wake)

S S i
DoNDOO=NWL

Exp. total wakes

(b)

Fig. 9 The five wake generator plates in the experiments, seen behind the propeller in (a), is in the computations replaced
by a inflow velocity deficit. Figure (b) shows a comparison between measured propeller inflow (to the left) and the inflow in

the simulation (to the right).
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Computations done at INSEAN also show that the analytical wake
yields a higher loading of the propeller blade compared with the
measured wake [19]. The exact impact of these differences has not
yet been thoroughly investigated but is commented in the follow-
ing section when comparing the simulation with experimental
data.

6.2.2 Features of the Cavitating Flow and Comparison With
Experimental Data. The experimental data available consist of a
series of photographs, measures of cavity extent, and cavity-
pressure correlations. Some features, crucial in the generation of
higher order pressure pulses, noise, and erosion, can be detected
in the experiments as well as in the simulated flow. The three most
important mechanisms noted are the occurrence of the following:

(i) internal jets, and hence shedding
(ii) upstream desinence
(iii) leading edge vortices influenced by the internal jet

In Fig. 10, we can identify the above flow features both in the
simulation data and in the photographs from the experiments; the
left column displays snapshots from the simulation corresponding
to the experimental photos in the right column.

Examining the photographs, we see that the sheet cavity starts
to grow directly as the blade enters the wake. In Fig. 10(d), the
sheet is fully developed with side-entrant jets along the larger part
of the cavity rolling up into the tip vortex. We note that the trailing
part of the cavity is fairly distant from the blade surface due to the
internal jet and transformed into a partly cloudy character. More-
over, there is no cavitating tip vortex in this frame, instead shed
cloud cavity is drawn into the vortex flow extending the cavitating
region behind the blade. In Fig. 10(f), the blade has started to exit
the velocity deficit of the wake, and the cavity is more or less
detached from the leading edge; there is however still some de-
tectable cavitation on the edge. Now, the whole cavity is relatively
distant from the blade and the rotational motion of the cavity,
extending into the tip vortex region, is visible. The only difference
in the last frame, Fig. 10(g), is that the cavity has shrunk further,
and now seems fully transformed into a cloud. The latest part of
the cavity development is unfortunately not registered in the ex-
periments and it is not clear whether the cavity collapses on the
blade or not.

The simulated dynamics, shown in the left column of Fig. 10
via an isosurface of the vapor fraction a=0.5, display the same
qualitative behavior as the experiments. The cavity starts to de-
velop earlier and already in frame (a) a fully developed sheet
cavity has developed with distinct internal jets. If this is due to
differences in the inflow or indicates a problematic behavior of the
mass transfer model is subject to further studies. The development
until Fig. 10(c) has not changed the cavity dramatically in the
simulation although the side-entrant jets are even more clearly
visible jets, which bring water between the cavity and the blade
surface and rolling up into the tip vortex. At this instant the qual-
ity of the simulation is comparable to what was described for the
steady cavitating condition: The cavity volume is exaggerated, the
cavity extends to a smaller propeller radii but the internal structure
seems well captured as well as the location of the tip vortex. In
frame (e), we note that leading edge desinence is present in the
simulation, correctly responding to the change in load as the blade
exits the wake. In Fig. 10(g), the cavity now seems to be smaller
than in the experiments but both shed cavities, one cloud shed into
the tip vortex and one from the leading edge, are present and
predicted at the correct location. The contradictable behavior re-
garding the cavity extent, i.e., that the vapor region is overpre-
dicted in the early stages but underpredicted in the later stage,
might partly be explained by the uncertainty in what value of
vapor fraction « to compare: For a sheet cavity this is not crucial
as the interface is thin but the amount of vapor in the clouds in
frame (h) might be lower while still being registered by the cam-
era (Fig. 11).

041302-8 / Vol. 132, APRIL 2010

(b)

) (h)

Fig. 10 The left column shows the simulation (isosurface of
vapor fraction a=0.5) and the right column the experimental
photographs [6]. The series of pictures are for propeller angles
-30 deg (frames (a) and (b)), -10 deg (frames (c¢) and (d)), 10
deg (frames (e) and (f)) and 15 deg (frames (g) and (h)).

The development of the leading edge vortex is more closely
studied in Fig. 12. In the first figure, the sheet is fully developed
and the leading edge detachment has not yet started. The cavity is
showed as well as the secondary velocity field around the blade
tip. We can see that once the internal jets develop, a vortex core is
created that greatly influences the dynamics of the trailing part of
the cavity. Such a vortex core is not unusual on modern, skewed
propellers, and possibly the very sharp wake in the present case is
responsible for the occurrence of this phenomena here. Looking at
an earlier instance, Fig. 12(b), we show proof that this vortex is
not a consequence of an in-blade tip vortex. Here, the vortical
structure develops around the edge of the cavity due to the side-
entrant jet while the propeller tip vortex starts just at the tip due to
the overflow from the pressure to the suction side of the blade; at
this instant the cavity has still not reached the tip. Moreover, in
Bensow and Liefvendahl [7] it was demonstrated that in noncavi-
tating conditions, the tip vortex can be generated further in on the
blade but only at lower advance numbers and still considerably
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Fig. 11

closer to the edge than in the present case. Although the generated
vorticity is not sufficiently high to sustain the cavity toward its
collapse dynamics, the presence of this flow feature in the simu-
lation is a promising indication of the potential in the technique.
Describing and understanding vortex dynamics, as is to some ex-
tent shown in this simulation, is an important step toward im-
proved propeller designs.

7 Concluding Remarks

We have demonstrated that the wall-modeled, implicit LES de-
scribed above have the ability to capture large to medium-small-
scale flow structures that are deemed not only necessary for the
prediction of cavitation nuisance such as erosion or noise but also
that further work is needed to reach this predictive capability. We
argue that it is important that the main cavitation mechanisms,
such as internal jets and leading edge desinence, are captured by
the simulation in order to advance toward reliable predictive tools
and this is clearly the case for the present modeling approach. One
necessary ingredient is a high resolution in both space and time.

The main discrepancy when comparing the simulated results
with the experimental data is the cavity extent that is not satisfac-
tory to be useful for, e.g., noise prediction. We have here shown
that this problem is insensitive to parameter variations in the mass
transfer model, and other studies have shown that different mass
transfer modeling techniques behave similarly. The two most

(b)

Fig. 12 The cavity is indicated by an isosurface of vapor frac-
tion a=0.5, complemented by vectors, colored with a, of the
secondary flow around the cavity and blade tip: (a) shows an
instant, where the cavity is fully developed and (b) an earlier
instant, where a side-entrant jet has just developed

Journal of Fluids Engineering

(b)

Planes with contours of vapor fraction: (a) corresponds to Figs. 10(a) and 10(b) to Fig. 10(e)

probable causes of this discrepancy are thus believed to be related
to either the resolution or the incompressible segregated solver
approach.

To conclude, we believe that for studying the details of a cavi-
tating flow field, LES has a great potential to become a useful and
reliable tool. Although not part of the short-term design cycle, the
improved understanding of governing mechanisms that can be
achieved using high-end LES will help in interpreting the results
from faster tools, as well as guiding the actual development of the
design tools and principles. LES can also be part of the validation
of a final design, as experiments are sometimes used today, and on
the same time scale as the experiments. Such studies can prefer-
ably be done using both experimental and computational tech-
niques, yielding complementary databases. Even though it is not
yet possible to numerically predict the final collapses of cavities,
the general, large-scale behavior toward the state generating ap-
proximate initial conditions for the final collapse can be studied to
evaluate the risk of destructive collapses, i.e., erosion. Reliable
prediction of this kind of early development, and its relation to
design parameters, is clearly within reach using present cavitation
modeling techniques.
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An Examination of Trapped
Bubbles for Viscous Drag
Reduction on Submerged
Surfaces

Viscous drag reduction on a submerged surface can be obtained both in the limit of an
unbroken gas film coating the solid and in the nanobubble or perhaps microbubble
coating regime when an air layer is created with superhydrophobic coatings. We examine
an intermediate bubble size regime with a trapped-bubble array (TBA) formed in a tap
water environment using electrolysis to grow and maintain bubbles in thousands of
millimeter-sized holes on a solid surface. We show that even though surface tension is
sufficient to stabilize bubbles in a TBA against hydrostatic and shear forces beneath a
turbulent boundary layer, no drag reduction is obtained. Drag measurements were ac-
quired over Reynolds numbers based on plate length ranging from 7.2 X 10* <Re,
<3.1 X10° using either a force balance for plates mounted in a vertical orientation, or
by performing a momentum integral balance using a wake survey for a flat plate mounted
in either vertical or horizontal orientation. In that the drag forces were small, emphasis
was placed on minimizing experimental uncertainty. For comparison, the flow over a flat
plate covered on one side by a large uninterrupted gas film was examined and found to
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produce large drag reductions of up to 32%. [DOL: 10.1115/1.4001273]

1 Introduction

1.1 Motivation and Background. The efficiency of a system
involving submerged surfaces is often dependent on its ability to
overcome viscous drag effects that are inherent to solid surface-
liquid interaction. Drag reduction methods involving changes to
the near-wall boundary condition have been investigated over a
wide range of applications, from Poiseuille-flow and Stokes-flow
problems (e.g., “lab-on-a-chip” technology) to high-speed under-
water projectiles where Reynolds numbers are large and flow
cavitation is possible. Implementation of these drag reduction
methods also varies from passive surface textures to active sys-
tems, which require continuous energy expenditure to provide
drag reduction.

The idea of using air injection to create an air film along the
bottom of ship hulls and similar submerged surfaces has been of
interest since the late 1800s. Successful implementation of this
technique requires the generation of a stable air film on the hull
bottom using a low air injection rate, which can be difficult to
achieve without a thorough understanding of the physical mecha-
nisms involved. Matveev [1] discusses some of the limiting pa-
rameters involved in artificial cavitation for air cavity ships.
Latorre [2] provides a brief review examining the effectiveness of
this application for high-speed planning craft as well as barges
and cargo ships. While integration of the air injector system into
the hull bottom creates appendage drag, using an appropriate air
injection rate leads to a net decrease in the original base hull drag
of 15-18% in model tests and 10-12% for full-scale applications.
Overall, this drag reduction technique has demonstrated a reduc-
tion in the vehicle’s net power requirement.

Drag reduction schemes involving microbubble injection into
turbulent boundary layers by Madavan et al. [3,4], Pal et al. [5]
and more recent work by Sanders et al. [6] have been shown to
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reduce friction. It is thought that although the addition of bubbles
to a liquid effectively increases its viscosity, the bubbles act to
reduce the liquid density and modify turbulence in the boundary
layer so as to reduce skin friction. Sanders et al. [6] emphasize
that microbubbles should be sized on the order of the smallest
turbulent flow scales and remain within 300 wall units of the
surface to be most effective. They also determined, in agreement
with prior work, that for bubbles injected into the flow on the
bottom side of the model surface, an increase in flow speed re-
duces the amount of drag reduction observed, with the maximum
drag reduction occurring at the lowest test speed. This group was,
in particular, able to demonstrate a sustained drag reduction over
the length of the test plate for the lowest flow speeds studied
(6 m s7"). At these flow speeds, the bubbles injected into the flow
through the upstream injector coalesced at the plate surface to
form a quasi-continuous gas film, particularly at high gas injection
rates, and reductions in local shear stress of up to nearly 100%
were indicated on the bottom surface of the test plate. Similar to
the microbubble injection drag reduction method, the method de-
scribed in the present paper also utilizes tiny bubbles to reduce
viscous drag; however, it is important to note that the drag reduc-
tion mechanism pursued here is quite different from bubble
injection.

Some passive drag reduction methods (in which the flow con-
ditions at the wall are modified using microfabrication techniques)
have been investigated and show promising results. Balasubrama-
nian et al. [7] investigated water flow over submerged hydropho-
bic surfaces and were able to demonstrate 10-20% viscous drag
reduction. This benefit, however, diminished over time due to wa-
ter infiltration of the air layer between the nanostructures on the
surface. Velocity slip has been clearly measured over superhydro-
phobic or ultrahydrophobic surfaces at a microscale. Joseph et al.
[8] measured slip in a water flow over a carbon nanotube forest on
one wall of a microchannel. Gas between the nanotubes presum-
ably kept the water confined to the forest canopy. Several microns
of slip length were possible in distilled water provided the water
did not infiltrate between the nanotubes. Ou et al. [9] used micro-
particle image velocimetry to measure large velocity slip in water
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flow over a slotted silicon surface treated with a hydrophobic
coating that prevented the liquid from penetrating into the slots.
Laminar computational simulations of the arrangement were used
as validation for the velocity measurements and showed good
agreement with the gas bubble slip model. Pressure drop measure-
ments through a channel demonstrated reduced viscous drag.
Larger scale grooves containing gas have been examined [10] but
the bubble films were found to be unstable in a shear flow and
required continuous gas injection.

Hydrophobic surfaces show promise as a method for reducing
drag on submerged surfaces. However, the limitations of the hy-
drophobic surface drag reduction methods, particularly loss of hy-
drophobicity over time or the small slip lengths obtained, suggest
the need for a drag reduction method, which can produce a slip
surface similar to that of a hydrophobic surface, but maintain a
gas layer at the wall for extended periods of time. The method
examined in this investigation accomplishes this by using elec-
trolysis to form a layer of air on the submerged surface. Doing so
could provide continuous drag reduction over perhaps any length
of time desired with only small energy expenditures required to
replace occasional bubble loss.

Ideally, an entire submerged surface would be covered in one
large continuous bubble film, forming a near-slip surface and pro-
viding a drastic reduction in viscous drag. This, however, is not
practical as a large bubble is easily torn away from the surface
when subjected to high shear and buoyancy effects. As an alter-
native, it is suggested that covering the surface with millions of
tiny, densely packed bubbles, which form a trapped-bubble array
may provide nearly the same drag-reducing effects as one large,
continuous bubble, while keeping the bubbles sufficiently small to
remain attached to the submerged surface. Thus, in forming a
TBA on a submerged surface, the bubble surface effectively re-
places the solid surface it forms on, and therefore, the net shear
stress on the entire surface should be reduced.

The bubbles in our TBA are produced by means of electrolysis.
The TBA surface is selected as the cathode, so hydrogen gas is
collected to form the trapped bubbles. Drag measurements are
obtained over a range of Reynolds numbers for flow over a flat
plate surface, a flat plate with a large trapped bubble, and a flat
plate covered with the TBA using either a calibrated force balance
system or by performing a momentum integral balance with a
wake survey.

The remainder of this paper is divided as follows: Implementa-
tion of the bubble formation process as well as a description of the
experimental facilities and apparatus follows directly from previ-
ous work by Stephani and co-workers [11,12] and will be dis-
cussed in the next section (Sec. 2). Results are presented and
discussed in Sec. 3, followed by conclusions in Sec. 4. The ob-
jectives of this paper are to determine the effects of trapped
bubbles on viscous drag by examining the net change in drag
produced by the bubbles, as well as the mechanisms by which the
bubbles may reduce drag. Since it is difficult to observe physical
phenomena on the tiny trapped bubbles, we examine a single,
large trapped bubble to investigate effects of contamination on
bubble drag reduction, which we expect to apply to the tiny
trapped bubbles. The large trapped bubble also demonstrates the
maximum drag reduction that we may expect to obtain if the
entire solid surface were covered with trapped bubbles. We em-
phasize that this research aims to investigate a potentially practi-
cal approach to drag reduction using the TBA [13]. The experi-
ments are designed to emulate, in part, the environment in which
this drag reduction method may be used, rather than study a com-
putationally perfect model or a physical model that is useful only
in near-pristine laboratory environments; the intention was to
demonstrate an efficient drag reduction method. Thus, the bubbles
are formed beneath a turbulent boundary layer developing over a
flat plate with a vertical orientation such that the bubbles are not
hydrostatically stabilized, and the experiments are performed in
ordinary tap water that has received algicidal chemical treatment.

041303-2 / Vol. 132, APRIL 2010

(b)

Fig. 1 Schematic of flat acrylic test plate assembly in vertical
orientation with dark gray bubble plate inserts and thin flex-
ures: (a) detailed view of the elliptical leading edge and (b)
detailed view of the tapered trailing edge

2 Experimental Facilities and Apparatus

2.1 Water Channel Facility. All experiments in this study
were conducted in an Eidetics model 1520 closed-loop water
channel containing tap water. Flow velocity measurements are
taken with a Dantec Dynamics BSA F50 two-component laser
Doppler anemometer (LDA). Flow uniformity, even at the maxi-
mum speed of 0.4 ms™!, is excellent. Horizontal and vertical
velocity profiles were acquired throughout the test section with
the LDA. Spanwise and vertical variation in the mean flow veloc-
ity was found to be less than 1% everywhere outside of the bound-
ary layers, and variation in the centerline flow velocity along the
length of the empty test section was at most 1%. LDA velocity
measurements across the span of the test plate indicate that dis-
turbances due to plate end effects start at the front of the plate and
spread toward the plate centerline at a streamwise spreading angle
of approximately 11 deg. Maximum freestream turbulence levels
(represented as U’/ U,,) were found to be between 1-1.5% of the
freestream velocity value anywhere in the test section outside the
boundary layers over the entire useful range of water tunnel
speeds. Water temperatures in the channel during experiments
were observed to remain within 20.9°C =£0.3°C, which corre-
sponds to a nominal viscosity of 0.98 mPas *0.75%.

2.2 Force Balance, Test Plate, and Components. The test
plate used in this study is an adaptation of an earlier design
[11,12] with several changes made to improve the plate’s struc-
tural integrity and versatility. The 1.016 mX0.381 mX2.3 cm
test plate is assembled from three interlocking pieces (Figs. 1(a)
and 1(b)). The leading edge (Fig. 1(a)) has a 4:1 elliptical shape to
promote flow attachment over the front of the plate, while the
trailing edge has a single-sided taper (Fig. 1(b)). The taper is
oriented to force flow separation on the side opposite the bubbles
to ensure the flow remains attached on the side of the plate with
the bubbles, and that measured changes in drag are due to changes
in shear stress, not movement of a separation point. A row of
boundary layer trips is adhered approximately 64 mm from the
leading edge on both sides of the plate to generate turbulent
boundary layer flow over the surface.

The plate may be mounted in either a horizontal or vertical
configuration. The plate is suspended horizontally in the test sec-
tion by four thin struts. In order to examine flow over large
bubbles, thin strips of styrene are adhered to the sides of the
bottom of the flat plate surface to form a large, shallow cavity. The
plate is positioned cavity-side down in the middle of the test sec-
tion, and air is injected into the cavity forming a large hydrostati-
cally stabilized bubble on the bottom surface (Fig. 2). To instead
examine flow over a solid flat plate, three flat aluminum plate
inserts are screwed into the main-plate cavity to form a smooth
solid flat plate surface.

Surface tension forces hold the tiny bubbles fixed to the TBA
surface regardless of plate orientation. Thus, flow over tiny
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Fig. 2 Acrylic plate with large trapped bubble mounted hori-
zontally in the test section

trapped bubbles is examined for a plate suspended vertically. The
plate is suspended vertically by two flexures within fairings (Fig.
3). The remaining exposed flexure contributes a small drag; this
additional drag as well as drag due to the boundary layer trips is
included in the predicted one-seventh power law drag values pre-
sented in Sec. 3.3. Specifically, the analytic one-seventh power
law profile represents a calculation of the drag assuming friction
drag in the laminar flow up to the trips (Djyminar)s @ One-seventh
power law velocity profile aft of the trips (D puient)» @ profile drag
contribution from the trips themselves (Dyjys), and a profile drag
contribution from the small area of the flexures exposed to the
flow (Dfiexure)- The sum of these four drag contributions provide
the drag estimate referred to as the analytic one-seventh power
law for the flat plate. In particular, drag on the leading edge por-
tion of the plate up to the trips is calculated assuming a Blasius
solution

1 2 3% 0.664x ;s
Dlaminar=2b<_pU§o)—me=0.15]4U§0/2 (])
2 oncmeS
M

where b is the plate span, xp,, is the streamwise location of the
trips from the plate leading edge, p and u are water density and

Adjustable center beam

»

Blow direction [

—_— ‘
|
|
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|

Steel mesh (anode) Vertic’ally mounted test plate

Fig. 3 Vertically mounted plate in the water tunnel test sec-
tion. Test plate, cathodes, and anode are outlined for clarity.

dynamic viscosity, respectively, and U, is the freestream flow
speed. The drag on the turbulent flow region of the plate is given
by

[ Uax\ (1 _ ors
Dumuen=2 | 0.0576 JPU2 Jbdx = 156U
1

trips
)

The drag due to the 60 boundary layer trips may be roughly ap-
proximated by

Dyips = 60 % Cp3pUZA = 0.15U2 3)

where A is the frontal area of each trip and Cp,=0.5 [16]. Finally,
the majority of each flexure is shielded from the flow by the
fairings, except for a 15-mm section. The drag on the exposed
area is approximated by

Dﬂexures=2 * CD(%PUi)A=Ol77U§Q (4)

where C,~0.5 [16] and A=~1.5X107* m? is the frontal area of
each exposed flexure. The total analytic drag (in Newtons) is then

Doy = 0.1514U%% + 0.327U% + 1.56U2° (5)

The TBA is made of two 0.254 m X 0.381 m X 1.5875 mm
aluminum plate inserts screwed into the acrylic plate cavity. These
plate inserts are 6061 aluminum, polished with a Scotch Brite pad,
degreased with acetone and treated with Metal Ready® Qg)rimer,
then airbrushed with a waterproof, nonconductive POR-15" Hard-
nose two-component epoxy coating. Small nonthru holes are
drilled into the painted plates, comprising the cavities in which the
trapped bubbles are formed. The drilling process exposes the con-
ductive aluminum surface beneath, resulting in a flat plate surface
with 367,000 holes m~2. The holes are 1.143 mm in diameter and
are drilled 0.762 mm into the aluminum plate in a staggered pat-
tern. The bubble array begins at a location x=0.127 m, with x
=0 being the location of the acrylic flat plate leading edge. At the
highest Reynolds numbers examined, these holes are small; the
hole diameter is about 21 viscous length scales (k*) near the lead-
ing edge of the bubble region and 19 k* at the trailing edge. Since
approximately 70% of the drag occurs over the leading 50% of the
plate length, the two drilled plates are mounted closest to the
leading edge, and a third simple painted plate is positioned down-
stream of them. Bubbles are produced in the drilled holes via
electrolysis (Fig. 4). The conductive bubble plates are connected
to the negative terminal of a power supply and thus work as the
cathode and a nearby submerged stainless steel mesh is connected
to the positive terminal and serves as the anode.

2.3 Drag Measurement Systems. Drag measurements on the
flat plate are obtained using either a proximity sensor/force bal-
ance system or by using a laser Doppler anemometer wake survey
and momentum balance approach. Both measurement techniques
may be used to obtain data for a vertically oriented plate, but drag
on the horizontally mounted plate must be acquired using the
LDA system. Bench tests of the proximity sensor, which measures
the deflection of the aft support flexure (Fig. 5) showed repeat-
ability of measurements to within 0.5% and negligible drift in
voltage output over time.

The sensor signal is related to drag by a simple calibration

electric field potential from anode

<— water

+ + + +

- ~ - ~ - N

e & W LR g 4— cpoxy pamt

— <4— cathode

Fig. 4 Photograph of TBA during electrolysis (left). Schematic of the electrolysis
process for trapped-bubble formation (right).
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Fig. 5 Proximity sensor setup used in force balance

measurements

technique as follows: the sensor head is positioned at its neutral
value (which is equivalent to an output of 1.0 V =0.05 V) so that
it is nearly touching the target. Six weights (0.016 kg each) are
then hung in succession on a calibration fiber that is attached to
the plate through a pair of pulleys shown in Fig. 3. The sensor is
mounted such that the full load of calibration weights produces a
deflection corresponding to the full-scale voltage output of the
sensor, or approximately 11.0 V*=0.05 V. The flexure deflection
corresponding to this full-scale output is more than the maximum
deflection occurring during the experiments. As the plate is dis-
placed, the sensor output is sent to the computer and a LABVIEW
virtual instrument (VI). The calibration curve fits were determined
to be repeatable to within 10% (due to friction within the pulley
system), which for a direct comparison of bubbles/no bubbles
configurations is too large of a variation to be useful, as this
trapped-bubble drag reduction method being tested is anticipated
to produce up to a 10% drag reduction. Since the pulley system
introduced additional error in the system that is not present during
the experiments, one single calibration curve is instead acquired at
the beginning of each set of experiments (one set consists of drag
measurements taken over a range of Reynolds numbers with and
without bubbles) and is used to compute an absolute drag for the
entire set of experiments. Prior to each individual experiment, the
vertical plate is prepared and the system is allowed to come to rest
completely. Then the proximity sensor is set to its neutral value,
and the voltage output by the proximity sensor during the experi-
ments are converted to a force via the calibration curve.

Each drag value obtained using the proximity sensor is an av-
erage of ten individual measurements acquired in two sets of five
in-test repeated measurements. The experimental procedure to ob-
tain these measurements is as follows:

(1) Flat plate is prepared for experiment. If measuring drag
without bubbles, all bubbles are removed from holes (by
brushing over holes repeatedly with a small brush); if mea-
suring drag with bubbles, bubbles are grown in holes via
electrolysis, as described in Sec. 2.2 (holes are “full” when
bubbles are protruding, as illustrated in Fig. 4).

(2) System is brought to rest and proximity sensor is set to its
neutral value.

(3) Water tunnel is brought up to test speed and one drag mea-
surement is then acquired every minute for 5 min. Each
drag measurement is an average of 1000 samples acquired
over 10 s at a sampling rate of 100 Hz, which yields ap-
proximately four statistically independent data points per
acquisition. Freestream velocity measurements are also ob-
tained during each experiment using the LDA.

(4) Water tunnel is turned off and system is brought to rest. The
results from the experiment are accepted if the neutral
value to which the sensor returns has not changed by more
than 2% (%0.02 V) and rejected otherwise.

(5) Steps (3) and (4) are repeated a second time for the second
set of in-test measurements.

041303-4 / Vol. 132, APRIL 2010
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Fig. 6 Sample velocity profiles acquired at upstream and
downstream stations of a horizontally mounted plate

The final goal of the experiments is to determine a relative
change in drag produced by the TBA with and without bubbles.
Error bars are calculated for the uncertainty in measured drag
from the proximity sensor and also for the uncertainty in the cor-
responding Reynolds number.

The uncertainty in the sensor system is determined by measur-
ing the variation in the proximity sensor neutral value before and
after the experiment. The student’s t-distribution is then used to
calculate the contribution of this error to the overall uncertainty in
the measured drag. The relative uncertainty in the sensor neutral
value varied among experiments but is always equal to or less
than 2.1% of the proximity sensor neutral value. Uncertainty is
also dependent upon the random error in the experiments, which
is calculated from the variation in the ten individual measure-
ments using the student’s t-distribution; uncertainty due to ran-
domness in the experiments is always less than 4.1%. These two
uncertainties added together determine the overall uncertainty in
the drag measurements. These total uncertainties are generally
around 2-3% of the measured drag value with the largest relative
uncertainty being 6.64% of the drag value at the lowest Reynolds
number tested. Since we are concerned with the relative change in
drag between the two cases (flat plate drag with bubbles versus
without bubbles), it is assumed that obtaining a sufficiently small
uncertainty (using a 95% confidence level) in the sensor’s neutral
value plus random experimental uncertainty provides a standard
through which we may compare the two drag values. As can be
seen from Sec. 3.3, these measures of uncertainty are sufficient for
determining whether we obtain the expected drag reduction using
the TBA. A complete description of the uncertainty analysis is
provided in Appendix C of Ref. [19].

Flat plate drag measurements for a vertically or horizontally
mounted plate may be independently obtained by integrating the
momentum equation over a control volume surrounding the test
plate. When the plate is mounted horizontally in the test section,
LDA velocity profiles must be obtained in the vertical y-direction
to capture the wake profile. The upstream and downstream veloc-
ity profiles (Figs. 6 and 7) were obtained at the plate midspan and
were numerically integrated assuming spanwise uniformity to ob-
tain the total drag on the plate.

Comparison of the upstream and downstream velocity profiles
shows a small streamwise flow speed increase along the plate due
to solid blockage from the plate itself as well as wake blockage.
This flow speed increase acts to slightly “pull” the model down-
stream. Corrections may be made for both types of blockage and
are outlined according to Barlow et al. [14] below.

The correction for solid blockage is given by
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Fig. 7 Sample velocity profiles acquired at upstream and
downstream stations of a vertically mounted plate
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A parameter value of K;=0.74 is suggested for the plate in the
horizontal orientation and K;=0.52 for the plate in the vertical
orientation [14]. The variables V and C are plate volume and test
section cross-sectional area, respectively. The solid blockage cor-
rection term was found to be approximately &4,=0.077.

The correction for wake blockage is given in Ref. [14] as

(6)

c

Ewb = Ecdu (7)
The parameter ¢ represents the plate chord length, % is the water
height (or channel span, as appropriate), and Cy, is the uncor-
rected drag coefficient. The wake blockage correction was found
to be approximately &,,=0.011 at the highest flow speeds. The
uncorrected drag coefficient is determined by applying Eq. (8) to
the control volumes. The wake width Y,,=y,—y; is determined
from the downstream velocity profile, and ¢ and ¢, are the dy-
namic pressures determined from the wake and downstream
freestream velocity, respectively. Note that extending the numeri-
cal integration from Eq. (8) outside of the wake provides little to
no contribution to the drag coefficient (since g(y) is equal to g,
outside the wake); thus, the drag coefficient may be determined by
numerically integrating Eq. (8) across the wake only

v, |1 y2
Caqu=—" -~ —f q(y)dy (®)
¢ qc)y

The solid and wake blockage corrections are applied to the
uncorrected drag coefficient to yield the final drag coefficient
value

Cd = Cdu(l - 3ssb - 2“':wb) (9)

from which we may obtain the drag. Note that the largest wake
and solid body correction made to any of the drag coefficients was
Cyq/ C4y=0.74 or about 26%.

3 Trapped-Bubble Results

3.1 Overview. We first examine the drag reduction produced
by a large trapped bubble on the bottom of the horizontally
mounted flat plate. Results from these large trapped-bubble ex-
periments provide some perspective on the characteristics of the
tiny trapped bubbles, which are significantly more difficult to
study to the extent of that done for the large bubble. In particular,
bubble surface contamination observed on the large trapped
bubble is found to correspond to the amount of drag reduction
obtained, and it is expected that this observation will apply for the
tiny trapped bubbles. Drag results from this study also provide
insight into the magnitude of maximum drag reduction attainable
by a trapped-bubble drag reduction method.

Journal of Fluids Engineering

Reynolds Ridge

Fig. 8 Reynolds ridge formation on the surface of a large
trapped bubble. Note that the Reynolds ridge is nearly straight
and spans virtually the entire bubble width. View taken from an
oblique angle below bubble (see schematic).

3.2 Large Trapped-Bubble Results. Several interesting
bubble surface phenomena were observed on the large bubble.
After forming the large bubble in the cavity, contaminants in the
water accumulate onto the clean bubble surface over time. When
the flow is turned on, shear forces strip away some of these con-
taminants while the rest are pushed toward the back of the bubble,
resulting in a bubble, which has a clean surface in front and a
contaminated surface further downstream.

A crease in the surface separating these two regions of clean
and contaminated bubble surface is known as the Reynolds ridge
(Fig. 8). These regions were examined by using the LDA to ac-
quire streamwise mean and rms velocity profiles near the surface
of the bubble (Fig. 9). The mean velocity profile acquired at the
surface of the contaminated region (at a location x=0.323 m
downstream of the leading edge) shows a large velocity gradient
at the bubble surface with only a small slip velocity, which is
approximately 10% of the freestream value.

It is believed that the relatively large velocity gradient at the
interface is caused by the build-up of contaminants at the surface.
A small amount of velocity slip is observed, which may be a result
of the movement of the contaminants on the bubble surface. The
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Fig. 9 Streamwise mean (line with open symbols) and rms
(filled symbols) velocity profiles acquired over a large trapped
bubble at three streamwise locations from y/6=0 (y=0 mm, on
the surface) to y/6=5 (y=20 mm) with U,,=0.17 m/s, where &
is based on 0.95U,.. Measurements taken at x=0.127 m from
the leading edge correspond to the solid flat plate surface, x
=0.234 m corresponds to the clean portion of the trapped
bubble, and x=0.323 m corresponds to the contaminated por-
tion of the trapped bubble (approximately 3 cm downstream of
the Reynolds ridge).
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Fig. 10 Streamwise mean (line with symbols) and rms (filled
symbols) velocity profiles acquired over a solid flat plate sur-
face at three streamwise locations from y/6=0 (surface) to
yl 6=3 with U,=0.17 m/s, where § is based on 0.95U,_. Mea-
surements taken at x=0.127 m are identical to the data set pre-
sented in Fig. 9. Measurements at x=0.234 m correspond to
the second measurement location in Fig. 9, x=0.640 m corre-
sponds to the end of the trapped-bubble array.

streamwise rms velocity does not go to zero at the surface of the
contaminated bubble region, shown by the circle symbols in Fig.
9, perhaps because this surface is not rigid and the air allows for
compliance at the interface. The contaminants formed a visible
crust on the bubble surface that exhibited slow, large-scale con-
vection within the contaminated layer like that discussed previ-
ously by Phongikaroon et al. [15]. However, the mean velocity
profile at x=0.234 m shows that the clean portion of the bubble
exhibits near-slip at the surface; the clean bubble surface velocity
was approximately 85% of the freestream value, thus the velocity
gradient (and therefore shear stress) at the bubble surface was
relatively small. Similar to the contaminated bubble surface, we
observe from the triangle symbols in Fig. 9 that the rms velocity
reaches its peak value at the clean bubble surface. It is interesting
to compare this peak rms velocity value on the clean bubble sur-
face to what we observe for the peak rms velocity at the same
x-location, but on a solid surface (Fig. 10); the peak rms velocity
on the clean bubble surface is approximately one-half the peak
rms velocity value of a tripped boundary layer developed over a
solid surface. At the lowest Reynolds number tested, the Reynolds
ridge was noted to be located 0.27 m behind the leading edge of
the bubble. As flow speed increased and shear at the bubble sur-
face became greater, the fraction of the contaminated region of the
bubble became progressively smaller; high shear pushed the sur-
face contaminants further back on the bubble surface, resulting in
a larger region of slip surface on the front of the bubble (Table 1).
This is consistent with the observations in Ref. [6]. In their study,
continuous air injection was used to form a presumably uncon-

Table 1 Reynolds ridge location and corresponding drag re-
duction for large trapped bubble

Reynolds ridge Percent slip on Percent drag

Re; location (m) plate surface (%) reduction (%)
11X 10° 0.27 13 -3
1.6 X 10° 0.47 23 19
2.1%X10° 0.58 29 29
2.6X10° 0.68 34 27
3.1x10° 0.71 35 32
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Fig. 11 Drag profiles obtained by the LDA wake survey over a

range of Reynolds numbers based on plate length (1.1X10°
<Re, <3.1X10°) for a horizontal flat plate and a horizontal plate
with a large trapped bubble. The one-seventh power law solu-
tion accounts for laminar flow up to the boundary layer trips,
drag due to the trips and turbulent flow downstream of trips.

taminated air layer on the bottom surface of the flat plate, result-
ing in 100% drag reduction on the solid surface shielded by the air
layer. The uncontaminated region of the bubble in the current
experiments indicate the same level of drag reduction as achieved
in the high Reynolds number experiments of Sanders et al. [6].

Figure 10 shows similar mean and fluctuating velocity profiles
taken at three streamwise (x) locations on the solid top side of the
plate for comparison. The profiles on the top solid surface clearly
indicate a turbulent boundary layer that is not fully developed at
these Reynolds numbers. The first streamwise mean velocity pro-
file at x=0.127 m (shown by a line with square symbols) in Fig.
10 reflects the wake of the boundary layer trips. A fully developed
canonical turbulent boundary layer is, of course, not expected in
such a regime and so close to the trips, but for our purposes it is
not required either as we are simply running a side-by-side direct
comparison to determine if a large bubble or TBA can reduce
viscous drag. Farther downstream at x=0.234 m and x
=0.640 m, we see the boundary layer thickening and the normal-
ized streamwise rms velocity peak values approaching 0.11-0.12,
which is approximately what we would expect to see in a canoni-
cal turbulent boundary layer [16].

The values for the drag coefficient obtained from both a simple
solid horizontal flat plate and horizontal plate with a large trapped
bubble are shown in Fig. 11. Note that the values agree closely
with the analytic flat plate drag coefficient value for turbulent flow
aft of the trips, rather than the laminar Blasius solution. In drag
coefficient values presented, blockage effects are accounted for as
indicated above in Sec. 2.3, but no accommodation is made for the
edge effects of the plate near the sidewalls or the free surface.
Introducing a large trapped bubble on the bottom surface of the
plate significantly reduces the drag on the flat plate. Moreover, the
percent drag reduction improves with increasing Reynolds num-
ber (Table 1), which corresponds to the movement of the Rey-
nolds ridge further aft along the bubble surface and the increase in
percent of slip on the plate surface. In fact, there is good agree-
ment between the percent slip on the bubble surface and the per-
cent drag reduction obtained. In Table 1, the ridge location refers
to the downstream distance from the leading edge of the bubble.
The percentage of slip is calculated as the ratio of the plate surface
covered by clean bubble to the total wetted surface area of the flat
plate. The percent drag reduction refers to the percent change in
total drag per unit span of the flat plate with a large trapped bubble
compared with the simple flat plate case. It should be mentioned
that the difference in drag measured at the lowest Reynolds num-
ber for the flat plate and large trapped-bubble case is expected to
be within the experimental uncertainty of the measurement; thus,
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the drag reduction calculated at this particular Reynolds number is
not considered to be reliable. We have observed that the plate with
the large bubble, when left in the flow for several hours, builds up
contamination on the surface and the Reynolds ridge moves for-
ward, but we have not measured drag changes over long times.
Presumably, the drag would increase as the amount of clean
bubble is reduced.

While the use of a large bubble for drag reduction in a practical
case seems unlikely, the bubble did generate some remarkable
flows. Dye was injected with a needle into the flow just upstream
of the bubble, and some of the dye became entrained in the air-
water interface. It was rapidly swept off of the clean region and
accumulated on the contaminated surface, forming streamwise
streaks. The dye, along with the visible surface contaminants,
highlights both large and small scale secondary flows on the
bubble surface. These flows appear reminiscent of those observed
by Phongikaroon et al. [15] in which a pair of recirculation cells
was seen in a much smaller apparatus. The Reynolds ridge on our
relatively large bubble spanned straight across the bubble surface.
Spanwise-periodic fingerlike recirculation regions appeared in the
surface contaminants reflecting both upstream- and downstream-
moving flow on the interface. Hence, it appears that Phongikaroon
et al. [15] were observing a single mode viscous instability of the
contaminated interface while in our larger channel we obtain a
multimode recirculating flow. That is, the small slip condition on
the contaminated interface (Fig. 9) is a result of a time average
over these up/downstream moving recirculation regions.

The drag reduction from the large trapped bubble presented in
this paper should be comparable to the near 100% drag reduction
obtained from the quasi-continuous bubble film by Sanders et al.
[6]; however, it must be emphasized that the measurement tech-
nique used herein is different. Sanders et al. [6] considered only
drag reduction on the bottom portion of the flat plate, and drag
reduction was obtained by acquiring six local skin friction mea-
surements along the length of the plate. In the present study, the
total drag on the plate is measured using an LDA wake survey
momentum integration technique, which obtains a measurement
of total drag per unit span. The technique used in Ref. [6] was
sensitive to the location of the gas film on the plate surface, par-
ticularly when the film was quasi-continuous. For example, a
quasi-continuous bubble forming around (not over) the strain gage
sensors may indicate a smaller drag reduction than actually exists
on the bottom of the plate, while a gas film forming over only the
sensors may indicate a larger drag reduction than actually exists.
Thus, the large trapped-bubble drag reduction measurements re-
ported in the present paper may not correspond to those obtained
by Sanders et al. [6].

The observations, measuring techniques and drag reduction re-
sults obtained from the large bubble study offer both encouraging
and useful information leading up to the drag reduction study
using a TBA. However, it is not obvious how a Reynolds ridge
applies to tiny bubbles. It is expected that contaminants found in
the water will accumulate on the tiny bubble surfaces but may be
stripped away or pushed to the back of the bubble surface similar
to the large bubble. We do not expect that there would be any
complex viscous recirculating flows on such tiny bubbles; one
might expect at most a simple pair of recirculation cells. However,
we did not directly observe this phenomenon on the tiny bubbles;
it would be difficult to see due to their small size.

3.3 Trapped-Bubble Array Results. The tiny trapped
bubbles offer more versatility than large bubbles in the experi-
mental process and perhaps in applications in the sense that, due
to a relatively greater influence of surface tension, tiny bubbles
are more hydrodynamically stable than the large bubble. To dem-
onstrate this, the test plate was mounted vertically in the test sec-
tion in anticipation of demonstrating the drag-reducing capabili-
ties of this method. For the flow speeds examined in these
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experiments, the largest bubbles in the trapped-bubble array have
capillary and Reynolds numbers on the order of 1073 and 107,
respectively, which are defined as

du d
Cay = wiiquia ——| = (10)
é’y wall &
du
P &
Red = & (1 1)
Miiquid

Here, d is the bubble diameter and o is the surface tension. Nu-
merical studies by Feng and Basaran [17] on two-dimensional
cylindrical bubbles indicate that the bubbles sizes used in our
experiments are within the critical Reynolds number limit: full-
profile bubbles at the bubble plate leading edge and highest test
speeds have a Reynolds number and capillary number of
Rey wbulent =239 and Cay ypylen = 0.0043, while Ref. [17] report
that Re,=243.7 for Ca=0.005 corresponds to neutral stability of
the two-dimensional bubble surfaces. The product of the capillary
and Reynolds numbers would yield a Weber number that, in this
case, is approximately unity suggesting only small bubble defor-
mations. Presumably in higher speed, higher shear stress flows,
the bubble diameter would have to be reduced appropriately to
maintain bubble stability.

It was noted during the experiments using the TBA that high
shear at the plate surface tended to tear away the larger bubbles
protruding from the surface at higher Reynolds numbers. The
largest protruding bubbles were stripped away at the highest Rey-
nolds number tested, resulting in a TBA with approximately 75%
bubble coverage. This suggests that drag reduction, if it could be
obtained, may diminish at higher flow speeds unless lost bubbles
are actually replaced by electrolysis. We note that drag measure-
ments were obtained with electrolysis power off: the bubbles were
created before the test only in order to avoid having the stainless
steel anode mesh in the test section during the experiments as it
produced a large displacement thickness and increased the mea-
sured drag on the plate.

Drag measurements were obtained over a range of Reynolds
numbers based on plate length, L (7.2 X 10*<Re; <3.1 X 10°) for
both a vertical plate without trapped bubbles and a vertical plate
filled with trapped bubbles. The drag on the vertically mounted
plate is measured using both the proximity sensor measurement
system and by a wake survey for the two cases examined. In both
cases, the same three plate inserts remained in the cavity: two
drilled bubble plate inserts in the front and one simple flat plate
insert in the back. At the highest Reynolds numbers examined, the
hole diameter is about 21 viscous length scales k™ near the leading
edge of the bubble region and 19 k* at the trailing edge. Although
the holes themselves do not protrude into the flow, the surface is
expected to be transitionally rough [16,18]. While we could have
compared the drag of a TBA plate to a simple smooth plate it is
reasonable to believe that (1) the holes in the bubble plates were
sufficiently small so as to have only minor effects on the plate
drag and (2) as seen below, the presence of bubbles in the holes
hardly affected the drag so it did not matter. The drag results for
each case are plotted in Fig. 12; open square and closed triangle
symbols correspond to the proximity sensor measurements with
and without bubbles, respectively, and are observed to be higher
than the analytic (one-seventh power law) turbulent solution.

This difference in drag as measured by the proximity sensor
and the wake survey may be a result of the uncertainty in the
calibration curve fit discussed in Sec. 2.3, but it is also important
to note that the drag values are obtained using two fundamentally
distinct measurement techniques on a finite span plate. Measure-
ments using the proximity sensor are obtained from a resultant
displacement of the plate due to the total physical drag force on
the plate, which presumably includes additional drag due to plate
end effects. LDA velocity measurements across the span of the
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Fig. 12 Drag measurements obtained for a vertical flat plate
(7.2X10*<Re, <3.1X 105 with and without trapped bubbles us-
ing LDA and proximity sensor measurement systems. The one-
seventh power law solution accounts for laminar flow up to the
boundary layer trips, drag due to the trips and turbulent flow
downstream of trips, and drag contributions from flexures (for
vertical plate case). Error bars (based on a 95% level of confi-
dence) are included for the proximity sensor data but are very
small.

plate indicate that disturbances due to plate end effects spread
toward the plate centerline at a streamwise spreading angle of
approximately 11 deg. Drag measurements using the wake survey
are obtained from velocity profiles taken at the plate midspan
location, which should not reflect strong plate end effects, result-
ing in a lower measured drag compared with the force balance
measurements. The disturbances and perhaps weak vortices form-
ing in between the plate, channel floor, and free surface or weak
free surface wave drag should be expected to lead to a higher drag
than would occur for an infinite span flat plate.

The area of the flat plate covered with tiny trapped bubbles
accounts for only 8.66% of the total wetted surface of the plate, so
the effect of the trapped bubbles on the measured drag is expected
to be small. Uncertainties in measured drag values ranged from
approximately 1.1% to 6.6%, and uncertainties in measured Rey-
nolds numbers were all within 0.5%. These uncertainty error bars
are included on the proximity sensor data in Fig. 12, but are small
compared with the symbols shown. Drag measurements (with and
without bubbles) obtained from the proximity sensor at Re;=1.1
X 103 are shown in detail in Fig. 13.

Over the range of Reynolds numbers examined, all drag mea-
surements with and without bubbles lie within the experimental
uncertainty, so no substantial drag reduction was observed with
the TBA. To demonstrate that the proximity sensor system is in
fact able to measure a small change in drag (particularly at the low
Reynolds numbers where we are trying to measure small changes
in small drag values), three roughness elements were attached to
the side of the plate in a separate experiment. Each roughness
element was a simple rectangular aluminum shim. The elements
were inserted lengthwise in the narrow gap between the first and
second bubbles plates such that they were protruding from the
plate surface, with 2.0 cm X 0.5 cm wetted frontal areas. The ex-
pected drag due to these three roughness elements was calculated
based on the drag on a rectangular plate (with a drag coefficient,
Cp=2) in freestream flow for Re; =1.15 X 10°. The calculated per-
cent drag increment due to this added roughness element is ap-
proximately 9.8%. The actual measured drag value is expected to
be slightly smaller than this value since a significant portion of the
roughness element is within the boundary layer of the plate. The
drag measurements obtained from this study are shown in Fig. 13.
It can be seen in the figure that the roughness elements increase
the drag measured on the flat plate by approximately 0.004 N,
which corresponds to a 7.8% drag increase in close agreement
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Fig. 13 Detailed plot of proximity sensor drag measurements
(triangle symbols) corresponding to Re;=1.15X10° from Fig.
12. Error bars are based on a 95% level of confidence. Circle
symbol shows 7.8% increase in drag due to an additional
roughness element affixed to the plate in comparison to a cal-
culated 9.8% drag increase seen with the open diamond
symbol.

with the calculated 9.8%.

Drag measurements were also obtained using the numerical in-
tegration of the LDA wake survey and are shown in Fig. 12 as
well. The open circle symbol corresponds to flat plate drag with
bubbles, and the closed circle corresponds to a flat plate without
bubbles. Both of the trends obtained from the LDA measurements
agree remarkably well with the predicted (analytical) drag curve
for a solid flat plate. Uncertainty analysis was not performed on
the data obtained from the LDA as only one full velocity profile
was obtained for each test case at each Reynolds number, but the
percent changes in drag obtained from the LDA measurements
again indicate negligible drag reduction from the TBA.

4 Summary and Conclusions

The principle objective of this experimental program was to
demonstrate the drag-reducing capabilities of the TBA drag reduc-
tion approach, although no drag reduction was found. A baseline
set of experiments involving a large trapped bubble provided a
source of comparison and observations to examine the underlying
principles of the TBA drag reduction approach, and provided in-
sight as to the maximum drag reduction one could hope for with
the trapped-bubble method.

Drag results for the trapped-bubble experiments were obtained
using two independent measurement techniques: a proximity sen-
sor, which measured plate deflection of the aft supporting flexure,
and a wake survey using a LDA system. Drag measurements were
acquired for a horizontally oriented solid flat plate and a horizon-
tally mounted plate with a large trapped bubble on the bottom
surface. Drag measurements were also acquired for a vertically
oriented plate with bubble plate inserts that were either bare or
filled with bubbles.

The large trapped bubble produced a maximum drag reduction
of 32%, corresponding to a slip area, which occupied 35% of the
wetted plate surface. The large trapped bubble indicated an im-
proved drag reduction with increasing Reynolds number, which is
believed to be a result of the slip surface increase associated with
the receding Reynolds ridge on the bubble surface. Thus, it is
reasonable to suggest that a clean bubble surface provides a drag
reduction roughly proportional to the wetted surface area, which it
occupies. This may also provide insight as to why no drag reduc-
tion was observed using the TBA; the means of bubble formation
in each of the two experiments are significantly different. Recall
that air is injected into the bottom-facing cavity of the plate to
form the large trapped bubble, while electrolysis is used to form
the TBA. It was observed during experiments that a white precipi-
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tate (presumably a by-product of electrolysis) formed and col-
lected inside the tiny bubble cavities over time. It is possible that
this precipitate, although difficult to see due to the small size of
the bubbles, collects on the surfaces of the tiny bubbles, effec-
tively forming a no-slip bubble surface and inhibiting slip.

The tiny trapped bubbles that constituted the TBA surface cov-
ered only 8.66% of the wetted plate surface. The uncertainty
analysis revealed that the change in drag observed from TBA
measurements was within the experimental uncertainty and was
not close to 8.66%. Thus, no appreciable drag reduction was ob-
tained using the current trapped-bubble array method. No uncer-
tainty analysis was performed for the LDA measurements, but the
percent changes in drag generally agreed with the results obtained
using the proximity sensor measurement system. Hence, it is not
possible to make a claim of drag reduction using the TBA with
any reasonable certainty and a cost/benefit analysis for use of a
TBA is inappropriate.

Future work on the TBA concept should examine in greater
detail flow over the tiny bubble surfaces in order to determine to
what extent surface contaminants (either from the tap water or
from the electrolysis process) affect slip on the bubble surface. It
is possible that the tiny bubble surface behaves differently (in
comparison to the large trapped bubble) when contaminated, and
it is not clear whether a Reynolds ridge forms on the tiny bubble
surfaces. Nonetheless, if the tiny bubbles provide clean slip sur-
faces, it would be important to investigate in detail the flow field
over the TBA to determine if mean velocity slip occurs. In addi-
tion, bubble parameters including size and configuration should be
investigated, and means of producing smaller holes should be
sought. The Computer Numerical Control (CNC) machining pro-
cess used here required approximately 2 s of drilling time for each
hole, which is approaching the tolerable manufacturing limit to
produce an entire surface of these holes.
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Flow over a circular cylinder with detached short splitter-plates is
numerically simulated in order to assess the suppression of peri-
odic vortex shedding. A finite-volume solver based on the
Cartesian-staggered grid is implemented, and the ghost-cell
method in conjunction with Great-Source-Term technique is em-
ployed in order to enforce directly the no-slip condition on the
cylinder boundary. The accuracy of the solver is validated by
simulation of the flow around a single circular cylinder. The re-
sults are in good agreement with the experimental data reported
in the literature. Finally, the flows over a circular cylinder with
splitter-plate in its downstream (off and on the centerline) are
computed in Re =40 as a nonvortex shedding case and in Re
=100 and 150 as cases with vortex shedding effects. The same
simulations are also performed for the case where dual splitter-
plates are in a parallel arrangement embedded in the downstream
of the cylinder. The optimum location of the splitter-plate to
achieve maximum reduction in the lift and drag forces is
determined. [DOI: 10.1115/1.4001384]
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induced forces,

1 Introduction

Suppression of vortex shedding from circular cylinders using
splitter-plates in order to reduce flow induced forces on the struc-
ture is a matter of great importance, especially in deep water
marine structures.

Rathakrishnan [1], Anderson and Szewczyk [2], and Kwon and
Choi [3] comprehensively studied the vortex shedding suppres-
sion using the splitter-plates attached to the end of the cylinder.
Ozono [4] initially developed the idea of using the detached
splitter-plates. He experimentally analyzed the flow behavior in
Re=6700, 17,000, and 25,000 by embedding a detached short
splitter-plate (the length of the splitter-plate is the same as the
cylinder diameter) at different distances from the cylinder. He
showed that in a given Z/D, with decreasing G/D, (where D is
the cylinder diameter, and G and Z are the horizontal and vertical
distances, respectively, between leading edge of the splitter-plate
and the cylinder base) in a certain value of G/D, which is called
“critical value,” the cylinder base pressure and the Strouhal num-
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ber would change suddenly. Ozono [5] also carried out a similar
investigation on the detached long splitter-plates (the length of
splitter-plate was six times longer than the cylinder diameter).
Hwang et al. [6] numerically studied the effect of using the de-
tached short splitter-plates on the centerline of the cylinder
(Z/D=0) and found the critical value of G/D=2.6 in Re=100 and
160. Hwang and Yang [7] numerated the drag reduction resulted
from the use of dual short splitter-plates, one in the upstream and
another in the downstream of the cylinder. They achieved 38.6%
reduction in the drag coefficient in the situation of Re=100,
G1/D=1.5,and G2/D=2.4 (G1 and G2 are the distances between
the trailing and leading edges of the upstream and downstream
splitter-plates, respectively, from the cylinder).

As it can be seen, the performed numerical investigations are
limited to the replacement of the splitter-plates on the centerline
of the cylinder or to attach it to the end of the cylinder. In the
present paper, flow over a circular cylinder with detached short
splitter-plate on and off the centerline of the cylinder has been
numerically simulated. The flow field was computed for Re=40 as
a nonvortex shedding case and for Re=100 and 150 as cases with
vortex shedding effects. The numerical method is based on the
finite-volume method and the Cartesian-staggered grid. A Ghost-
cell method in conjunction with Great-Source-Term technique was
employed to enforce the no-slip condition on the embedded
boundaries [8]. The numerical procedure is based on the semi-
implicit method for pressure-linked equations (SIMPLE) algo-
rithm [9].

Section 2 of the present article outlines the numerical simula-
tion procedure of the problem. Section 3 validates the approach
for the flow around a single circular cylinder. In Sec. 4, the results
are presented and analyzed for the flow around the circular cylin-
der with detached short splitter-plate in its downstream. Finally,
the conclusions are drawn in Sec. 5.

2 Numerical Simulation Procedure

2.1 Flow Field Formulation. The governing equations on the
flow field are the continuity and momentum equations (Navier—
Stokes equations), which can be written as follows:

dp
— +di =0 1
o iv(pu) (1)
J JP
—(pu) + div(puu) = — — + div(u grad u) + B, (2)
ot ax
Jd P
E(F)U) +div(puv) = - a— +div(u grad v) + B, (3)
y

where p is the fluid density, w is the fluid viscosity, u is the
velocity vector of the flow field, P is the pressure, and « and v are
the velocity components in the x- and y-directions, respectively.
B, and B, are also the body forces per unit volume, which are
negligible in the present study. The fluid has been assumed to be
incompressible, and its properties has been taken as p
=10° kg/m? and u=1073 kg/ms.

2.2 Limits of the Problem. A rectangular domain was used
with a length of 40D and a width of 20D, where D=0.04 m is the
cylinder diameter. The cylinder center had the coordinates x
=10D and y=10D. The position of the splitter-plate is specified by
Z and G, denoting the vertical and horizontal distances, respec-
tively, between the leading edge of the splitter-plate and the base
suction point of the cylinder. The splitter length and thickness are
D and 1/20D, respectively.

The boundary conditions were imposed in a way that the fluid
flows uniformly (with velocity profile U) from left to right into the
downstream of the domain. Boundary conditions should be also
enforced at the outlet and the lateral boundaries of the computa-
tional domain, as well as on the surfaces of the embedded bodies.
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A symmetry boundary condition has been used at the lateral
boundaries of the computational domain. Whereas, the Dirichlet
and Neumann boundary conditions have been employed for the
inlet and outlet, respectively.

2.3 Discretization Method. The governing equations have
been discretized using the finite-volume method on a fixed
Cartesian-staggered grid with nonuniform grid spacing. The grids
in the region of the embedded boundaries are sufficiently fine in
order to achieve the reasonable accuracy. The temporal discretiza-
tion has been done in conformity with the fully implicit scheme.
For the spatial discretization, the Hybrid scheme has been em-
ployed. The SIMPLE procedure was applied to calculate the flow
field [10].

2.4 The No-Slip Condition. The no-slip condition on the
splitter-plate has been applied by setting the velocity components
at zero for the grid points sitting on the surface of that. Because of
the rectangular shape of the splitter-plate and Cartesian grid type
of the mesh system, the application has been simply done. But
applying the no-slip condition to the cylinder was the main diffi-
culty of the method, which was applied using the ghost-cell
method. The amounts of the flow field variables have been ar-
ranged to be the answers at the embedded boundaries (i.e., cylin-
der and splitter-plate) grid points using the Great-Source-Term
technique. The implemented ghost-cell method and Great-Source-
Term technique have been presented in detail in Ref. [8].

3 Verification of the Solver

In this section, the accuracy of the solver is validated by simu-
lation of the flow around a single circular cylinder. In order to
present the results, various parameters such as the Reynolds num-
ber Re=pUD/ u, drag coefficient Cd=F,/0.5pU?D, lift coeffi-
cient CI=F,/0.5pU?D, pressure coefficient Cp=P/0.5pU?, Strou-
hal number St=fD/U, and dimensionless time 7=tU/D have
been used.

Dehkordi and Houri Jafari [8] proved the grid-independency of
the solver and showed that the results are not sensitive to the grid
size. Hereinafter, all presented results have been obtained by the
fine grid with 200 X200 cells, assuming that this grid provides a
sufficient grid-independency for all Reynolds numbers consid-
ered. The simulations were carried out as an unsteady state with a
time step of Ar=1073 s.

The results of the flow around single circular cylinders were
also comprehensively verified and analyzed in Ref. [8], using the
dimensionless parameters defined above. Anyway, as evidence,
Fig. 1 demonstrates the pressure distribution for Reynolds num-
bers of 40 and 100. Good agreement exists between the results of
the present work and the other studies. Our simulations generally
show that for Reynolds number equal to 40, the flow field is fully
symmetric and steady, and consequently the lift coefficient is zero.
For a Reynolds number of 47 and above, the Von Karman street is
formed behind the cylinder, and the flow field is unsteady and
asymmetric [11]. Thus, the lift and drag coefficients in Reynolds
numbers of 100 and 150 oscillate due to the shedding of vortices.
Moreover, the drag coefficient oscillates at twice the frequency of
the lift coefficient [12].

In order to show variation patterns of the drag and lift coeffi-
cients, Dehkordi and Houri Jafari [8] graphed the drag and lift
coefficients as a function of the dimensionless time for different
values of the Reynolds number. Evidently, results drawn in their
figures are in good agreement with the same graphs presented by
other researchers [12,13]. For Re=40, the drag coefficient is high
at the beginning and asymptotically decay to 1.52. The maximum
amplitudes of the lift coefficients in Re=100 and 150 were also
calculated as 0.27, and 0.39, respectively. In these Reynolds num-
bers the frequency of the oscillating lift is similar to the vortex
shedding frequency. The Strouhal numbers for these Reynolds
numbers are 0.163 and 0.179, respectively, which are in excellent
agreement with the literature (the results of Refs. [11,14]).
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o Thom [15], Re=40

o0 Groveetal. [16]. Re=40
m Dennisatal. [17]. Re=100
Present Work, Re=40
-------Present Work, Re=100

Angle (degree)

Fig. 1 Pressure distribution obtained by the present work in
comparison with some experimental and numerical data re-
ported in the literature (Re=40 and 100)

4 Results and Discussion

In the present section, the results are demonstrated and ana-
lyzed for Reynolds numbers of 40 and 100 [15-17]. Note that
there is no vortex street in Re=40. The goal of the simulations in
this Reynolds number is identifying the effect of the splitter-plate
in flow pattern and drag reduction. Also, the performed simula-
tions in Re=150 have shown that the key parameters of the flow
have similar variation trend (with respect to the G and Z values) to
the Re=100. Thus, the results of Re=100 are just presented and
discussed as the case study of vortex shedding suppression. In
addition, a similar investigation was performed where dual
splitter-plates are placed in a parallel arrangement in the down-
stream of the cylinder in order to achieve further drag reduction.
All the simulations (except Re=40) have been performed for con-
figurations of G/D=0, 0.6, 1, 2, 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, 2.7,
2.8,2.9,3,4,5,7, and 10, for each Z/ D=0, 0.25, 0.5, 0.75, 1, and
1.25. The case of Re=40 did not require high resolution variation
in 2=G/D=3. In order to compare the results, in Secs. 4.1 and
4.2, we nominated a case of the circular cylinder without splitter-
plate as the “reference case.”

4.1 Nonvortex Shedding Case (Re=40). Evaluation of the
drag coefficient, as a function of G/D and Z/D, in Re=40, shows
that the splitter-plate has not significantly changed the drag coef-
ficient. In some cases, the resulted drag coefficients were more
than the reference case, unexpectedly. Drag reduction has been
observed more considerable in Z/D=0.5 and 0.75 configurations.
The largest and smallest drag coefficients were obtained at (Z/D
=1.25 and G/D=0) and (Z/D=0.75 and G/D=0), which were
4.2% and 2.6% more and less than the reference case, respec-
tively.

4.2 Periodic Vortex Shedding Case (Re=100). The drag co-
efficient and absolute amplitude of the lift coefficient have been
graphed in Fig. 2 for Re=100 and different Z/D and G/D values.
As it is evident, embedding the splitter-plate in the downstream of
a cylinder causes drag reduction by mechanism of vortex shed-
ding interrupting. The splitter-plate limits the formation space of
the vortices and suppresses vortex shedding, especially in low
gaps. This effect also reduced the lift coefficient and confined its
oscillations. In a constant Z/ D, as G/ D increases, the drag and lift
coefficients will decrease continuously to their minimum amounts.
After that in a certain value of G/D called “critical value” the
drag and lift coefficients will suddenly increase. Over critical val-
ues, both the drag and lift coefficients reach the amounts near to
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(a) G/D

Absoiute Amplitude of Ci

Fig. 2 Variation in the drag and lift coefficients in Re=100 and
different Z/D and G/D values: (a) drag coefficient and (b) ab-
solute amplitude of the lift coefficient

the reference case. This fashion was identically reiterated for all
Z/D values. Our simulations have also shown that the critical
values are significantly dependent on Z/D. The critical values for
Z/D=0, 0.25, 0.5, 0.75, 1, and 1.25 are obtained as 2.7, 2.7, 2.6,
2.3, 2.2, and 2.1, respectively.

It is noteworthy to mention that, the most reduction in drag and
lift coefficients occurred in Z/D=0.75. In this condition, the vor-
tex shedding is fully suppressed, and absolute amplitude of the lift
coefficient oscillations is nearly zero. This negligible lift is attrib-
uted to the change in the pressure distribution pattern from asym-
metric to symmetric.

In Fig. 3, the Strouhal variations, with different G/D and Z/D
values, are shown for Re=100. The trend of the Strouhal changes
with G/D is similar for most Z/D values except Z/D=1 and 1.25.
This matter is completely compatible with the experiments [4].
Over the critical points, the Strouhal numbers were also con-
verged to the reference case amount.

Generally, using the splitter-plate off the centerline of the cyl-
inder prevents high strength vortex shedding and finally leads to
drag and lift coefficient reductions. Since pressure distribution
gets asymmetric, the time-averaged lift coefficient has a slight
variance in comparison with the reference case.

It seems that we can achieve twice reduction in flow induced
forces using two splitter-plates in parallel arrangement relative to
the centerline of the cylinder. In order to examine this idea, the
drag coefficient was calculated for Z1/D=272/D=0.75 (Z1 and Z2
are vertical distances between the cylinder and first and second
splitter-plates, respectively) and figured in Fig. 4. This figure
shows more drag reduction but not necessarily twice trend. The
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Fig. 3 Variation in the Strouhal number in Re=100 and differ-
ent Z/D and G/D values

maximum reduction occurred in G/D=0 with 20% diminution
compared with the reference case. However, this value is still
smaller than 38.6%, which was achieved by dual splitter-plates,
one upstream and another downstream of the cylinder [7].

5 Conclusions

The major conclusions are drawn as follows:

(1) The splitter-plate slightly changed the drag force in Re
=40. In some cases, the obtained drag coefficient was more
than the reference case, unexpectedly.

(2) In the case of vortex shedding, which is observed Re
=100 and 150, the flow induced forces on the cylinder are
greatly dependent on the position of the splitter-plate re-
lated to the cylinder. The critical values of G/D are also
significantly dependent on Z/D, in these low Reynolds
numbers.

(3) Interrupting regular vortex shedding is the major mecha-
nism of detached splitter-plates in order to suppress the
vortex shedding and reduce the flow induced forces.

(4) The best configuration to achieve maximum reduction in
the lift and drag forces is Z/D=0.75 for Reynolds numbers
of 100 and 150.

(5) A diminution of 20% in the drag force was obtained by
embedding twin splitter-plates downstream of the cylinder
at (Z1/D=272/D=0.75 and G/D=0).

130

125 1

120 +
]
O
115 1 —o— Single Splitter-piate,
[ 21/D=0.75
I —o— Dual Splitter-plates,
110 1 21/D=22/D=0.75
*
105 + ' ; ;
0 2 4 B 8

Fig. 4 Variation in the drag coefficient in Re=100 and different
G/ D values for both single and dual splitter-plate cases
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This study aims to analyze the effects of thermal buoyancy on the
laminar boundary layer about a vertical plate in a uniform stream
of fluid under a convective surface boundary condition. Using a
similarity variable, the governing nonlinear partial differential
equations have been transformed into a set of coupled nonlinear
ordinary differential equations, which are solved numerically by
applying shooting iteration technique together with fourth-order
Runge—Kutta integration scheme. The variations in dimensionless
surface temperature and fluid-solid interface characteristics for
different values of Prandtl number (Pr), local Grashof number
Gr,, and local convective heat transfer parameter Bi, are graphed
and tabulated. A comparison with previously published results on
special case of the problem shows excellent agreement.

[DOLI: 10.1115/1.4001386]

Keywords: vertical plate, boundary layer flow, heat transfer, lo-
cal Grashof number, convective parameter

1 Introduction

Convective heat transfer studies are very important in processes
involving high temperatures such as gas turbines, nuclear plants,
thermal energy storage, etc. The classical problem (i.e., fluid flow
along a horizontal, stationary surface located in a uniform
freestream) was solved for the first time in 1908 by Blasius [1]; it
is still a subject of current research [2,3] and, moreover, further
study regarding this subject can be seen in most recent papers
[4,5]. Moreover, Bataller [6] presented a numerical solution for
the combined effects of thermal radiation and convective surface
heat transfer on the laminar boundary layer about a flat-plate in a
uniform stream of fluid (Blasius flow) and about a moving plate in
a quiescent ambient fluid (Sakiadis flow). Recently, Aziz [7] in-
vestigated a similarity solution for laminar thermal boundary layer
over a flat-plate with a convective surface boundary condition.
Numerous studies such as Refs. [8—10] considered different varia-
tions in temperature and heat flux at the plate; no study appeared
to have considered the combined effects of buoyancy force and a
convective heat exchange at the plate surface on the boundary
layer flow, which is the focus of this paper.
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In this present paper, the recent work of Aziz [7] is extended to
include the effect of buoyancy force. The numerical solutions of
the resulting momentum and the thermal similarity equations are
reported for representative values of thermophysical parameters
characterizing the fluid convection process.

2 Mathematical Analysis

We consider a two-dimensional steady incompressible fluid
flow coupled with heat transfer by convection over a vertical
plate. A stream of cold fluid at temperature 7., moving over the
right surface of the plate with a uniform velocity U., while the left
surface of the plate is heated by convection from a hot fluid at
temperature Ty, which provides a heat transfer coefficient /1, (see
Fig. 1). The density variation due to buoyancy effects is taken into
account in the momentum equation (Boussinesq approximation).
The continuity, momentum, and energy equations describing the
flow can be written as

(?_uﬁv

+—= 1
dx dy )
o BT @)
u&x v&y_vﬁ_yz § -
ar 9T T
u—+v—=a— (3)

v =aT
ox ady ay
where u and v are the x (along the plate) and the y (normal to the
plate) components of the velocities, respectively, T is the tempera-
ture, vis the kinematics viscosity of the fluid, and « is the thermal

diffusivity of the fluid and B is the thermal expansion coefficient.
The velocity boundary conditions can be expressed as

u(x,0)=v(x,0)=0 (4)
u(x,0) = U, (5)
The boundary conditions at the plate surface and far into the cold

fluid may be written as

aT
— kG 0 = T = T 0)] 6)

T(x,) =T, (7

Introducing a similarity variable #n and a dimensionless stream
function f(7) and temperature 6(7) as

UDC Y S u ’ 1 UmU U
n=y\/——="VRe,, —=f, v=-A/—(nf"-f).
w X U, 2 X

(8)

where prime symbol denotes differentiation with respect to 7 and
Re,=U,x/v is the local Reynolds number. Equations (1)—(7) re-
duces to

"+ % ff"+Gr,0=0 (9)

1
o'+ JPr f6/ =0 (10)
f0)=£(0)=0, 6'(0)=-Bi[l-6(0)] (11)

fl)=1, 6(»)=0 (12)

where
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Fig. 1 Flow configuration and coordinate system
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For the momentum and energy equations to have a similarity so-
lution, the parameters Gr, and Bi, must be constants and not func-
tions of x as in Eq. (13). This condition can be met if the heat
transfer coefficient /; is proportional to x7Y2 and the thermal ex-
pansion coefficient 3 is proportional to x~!. We therefore assume

B=mx! (14)

where ¢ and m are constants. Substituting Eq. (14) into Eq. (13),
we have

hfzcx"”z,

T,-T,
By, gromsUi=T)
kN U, U

With Bi and Gr defined by Eq. (15), the solutions of Egs. (9)—(12)
yield the similarity solutions, however, the solutions generated are
the local similarity solutions whenever Bi, and Gr, are defined as
in Eq. (13).

(15)

3 Numerical Solutions

The coupled nonlinear Egs. (9) and (10) with the boundary
conditions in Egs. (11) and (12) are solved numerically using the
fourth-order Runge—Kutta method with a shooting technique and
implemented on Maple [11]. The step size 0.001 is used to obtain
the numerical solution with seven-decimal place accuracy as the
criterion of convergence.

4 Results and Discussion

Numerical calculations have carried out for different values of
the thermophysical parameters controlling the fluid dynamics in
the flow regime. The Prandtl number used are 0.72, 1, 3, and 7.1;
the convective parameter Bi, used are 0.05, 0.10, 0.20, 0.40, 0.60,
0.80, 1, 5, 10, and 20; and the Grashof number (Grashof number
Gr,) used are Gr>0 (which corresponds to the cooling problem).
The cooling problem is often encountered in engineering applica-
tions; for example, in the cooling of electronic components and
nuclear reactors. Comparisons of the present results with previ-
ously work is performed and excellent agreement has been ob-
tained. We obtained the results as shown in Tables 1 and 2 and
Figs. 2-6 below.

Table 1 shows the comparison of Aziz [7] work with the present
work for Prandtl number (Pr=0.72) and it is noteworthy that there
is a perfect agreement in the absence of Grashof number. Table 2,
illustrates the values of the skin-friction coefficient and the local
Nusselt number in terms of f”(0) and —6'(0), respectively, for
various values of embedded parameters. From Table 2, it is un-
derstood that the skin-friction and the rate of heat transfer at the
plate surface increases with an increase in local Grashof number
and convective surface heat transfer parameter. However, an in-
crease in the fluid Prandtl number decreases the skin-friction but
increases the rate of heat transfer at the plate surface. Figures 2
and 3 depict the fluid velocity profiles. Generally, the fluid veloc-
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Table 1 Computations showing comparison with Aziz [7] re-
sults for Gr,=0 and Pr=0.72

0(0) -0'(0) 0(0) -60'(0)

Bi, Aziz [7] Aziz [7] Present Present
0.05 0.1447 0.0428 0.1447 0.0428
0.10 0.2528 0.0747 0.2528 0.0747
0.20 0.4035 0.1193 0.4035 0.1193
0.40 0.5750 0.1700 0.5750 0.1700
0.60 0.6699 0.1981 0.6699 0.1981
0.80 0.7302 0.2159 0.7302 0.2159
1.00 0.7718 0.2282 0.7718 0.2282
5.00 0.9441 0.2791 0.9442 0.2791
10.00 0.9713 0.2871 0.9713 0.2871
20.00 0.9854 0.2913 0.9854 0.2913

ity is zero at the plate surface and increases gradually away from
the plate toward the freestream value satisfying the boundary con-
ditions. It is interesting to note that an increase in the intensity of
convective surface heat transfer (Bi,) produces a slight increase in
the fluid velocity within the boundary layer. Similar trend is ob-
served with an increase in local Grashof number due to buoyancy
effects. Moreover, the effect of local Grashof number on the ve-
locity profiles (see Fig. 3) is more pronounced than the effect of
convection parameter (Bi,) (see Fig. 2). Figures 4—6 illustrate the
fluid temperature profiles within the boundary layer. The fluid
temperature is maximum at the plate surface and decreases expo-
nentially to zero value far away from the plate satisfying the
boundary conditions. From this figures, it is noteworthy that the
thermal boundary layer thickness increases with an increase in Bi,
and decreases with and increase in the values of Gr, and Pr.
Hence, convective surface heat transfer enhances thermal diffu-

Table 2 Computation showing f'(0), #(0), and ¢'(0) for differ-
ent parameter values

Bi, Gr, Pr 1(0) —-6'(0) 6(0)
0.1 0.1 0.72 0.36881 0.07507 0.24922
1.0 0.1 0.72 0.44036 0.23750 0.76249
10 0.1 0.72 0.46792 0.30559 0.96944
0.1 0.5 0.72 0.49702 0.07613 0.23862
0.1 1.0 0.72 0.63200 0.07704 0.22955
0.1 0.1 3.00 0.34939 0.08304 0.16954
0.1 0.1 7.10 0.34270 0.08672 0.13278
1 -
0.8+
06 4 ___Bi =0.1
£(m) 0000 Bi, =0.5
-+ Bi =1
044 F 1L Bi =10
0.2 -
0 T T T T 1
0 2 4 6 8 10
n

Fig. 2 Velocity profiles for Pr=0.72, Gr,=0.1
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Fig. 3 Velocity profiles for Pr=0.72, Bi,=0.1 )
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i* - sion while an increase in the Prandtl number and the intensity of
Ue g, ++ . buoyancy force slows down the rate of thermal diffusion within
1° .- —Bi, =0 the boundary layer.
8 054 o . 0000 Bi, =0.5
o +
1 o 4 - ++++ Bi =1
041 O Bi, =10 5 Conclusion

Analysis has been carried out to study the boundary layer flow
over a vertical plate with a convective surface boundary condition.
A similarity solution for the momentum and the thermal boundary
layer equations is possible if the convective heat transfer of the
fluid heating the plate on its left surface is proportional to x~'/?
and the thermal expansion coefficient 3 is proportional to x!. The
numerical solutions of the similarity equations were reported for

n the various parameters embedded in the problem. The combined
effects of increasing the Prandtl number and the Grashof number
Fig. 4 Temperature profiles for Pr=0.72, Gr,=0.1 tends to reduce the thermal boundary layer thickness along the
plate.
Acknowledgment
4 0.D.M. would like to thank the National Research Foundation
(NRF) Thuthuka program for financial support. Dr. Olanrewaju of
020 ] Convent University, Nigeria visited CPUT South Africa on Post-
- doctoral studies.
015 4 Nomenclature
1 (x,y) = Cartesian coordinates
8 —Gr, =0l (u,v) = velocity components
| iiii"cc’r i?'s T. = freestream temperature
0.10 4 o T; = hot fluid temperature
I ) g = gravitational acceleration
| T = fluid temperature
j Pr = Prandtl number
005 4 U, = freestream velocity
1 Gr, = local Grashof number
] Bi, = local convective heat transfer parameter
k = thermal conductivity
° 0 1 2 3 4 5 6 7 2 Greek Symbols
a = thermal diffusivity of the fluid
B = thermal expansion coefficient
Fig. 5 Temperature profiles for Pr=0.72 and Bi,=0.1 v = kinematic viscosity
Journal of Fluids Engineering APRIL 2010, Vol. 132 / 044502-3

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References

[1] Blasius, H., 1908, “Grenzschichten in Flussigkeiten mit kleiner reibung,” Z.
Math Phys., 56, pp. 1-37.

[2] Weyl, H., 1942, “On the Differential Equations of the Simplest Boundary-
Layer Problem,” Ann. Math., 43, pp. 381-407.

[3] Magyari, E., 2008, “The Moving Plate Thermometer,” Int. J. Therm. Sci., 47,
pp. 1436-1441.

[4] Cortell, R., 2005, “Numerical Solutions of the Classical Blasius Flat-Plate
Problem,” Appl. Math. Comput., 170, pp. 706-710.

[5] He, J. H., 2003, “A Simple Perturbation Approach to Blasius Equation,” Appl.
Math. Comput., 140, pp. 217-222.

[6] Bataller, R. C., 2008, “Radiation Effects for the Blasius and Sakiadis Flows
With a Convective Surface Boundary Condition,” Appl. Math. Comput., 206,

044502-4 / Vol. 132, APRIL 2010

pp. 832-840.

[7] Aziz, A., 2009, “A Similarity Solution for Laminar Thermal Boundary Layer
Over a Flat Plate With a Convective Surface Boundary Condition,” Commun.
Nonlinear Sci. Numer. Simul., 14, pp. 1064-1068.

[8] Makinde, O. D., and Sibanda, P., 2008, “Magnetohydrodynamic Mixed Con-
vective Flow and Heat and Mass Transfer Past a Vertical Plate in a Porous
Medium With Constant Wall Suction,” ASME J. Heat Transfer, 130, p.
112602.

[9] Makinde, O. D., 2009, “Analysis of Non-Newtonian Reactive Flow in a Cy-
lindrical Pipe,” ASME J. Appl. Mech., 76, p. 034502.

[10] Cortell, R., 2008, “Similarity Solutions for Flow and Heat Transfer of a Qui-
escent Fluid Over a Nonlinearly Stretching Surface,” J. Mater. Process. Tech-
nol., 2003, pp. 176-183.

[11] Heck, A., 2003, Introduction to Maple, 3rd ed., Springer-Verlag, New York.

Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



	RESEARCH PAPERS
	Flows in Complex Systems
	Fundamental Issues and Canonical Flows
	Multiphase Flows

	TECHNICAL BRIEFS

